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Sensu Go

Star | Share vour feedback

Sensu is the industry leading solution for multi-cloud monitoring at scale. The Sensu monitoring
event pipeline empowers businesses to automate their monitoring workflows and gain deep visibility
into their multi-cloud environments. Founded in 2017, Sensu offers a comprehensive monitoring
solution for enterprises, providing complete visibility across every system, every protocol, every time

from Kubernetes to bare metal et started now and feel the #monitoringlove: o “ensy
Go.

Sensu Go is the latest version of Sensu, designed to be more portable, easier and faster to deploy,
and (even more) friendly to containerized and ephemeral environments.

Automate your monitoring workflows | imitless pipelines et you validate and correlate events,
mutate data formats, send alerts, manage incidents, collect and store metrics, and more.

Reduce alert fatigue Scnsu oives you full control over your alerts with flexible  flters, context-rich
notifications, reporting, event handling, and auto-remediation.

Integrate anywhere Scnsus open architecture makes it easy to integrate monitoring with tools
you already use like Nagios plugins, Chef, Graphite, InfluxDB, and PagerDuty.

0 Listen to Sensu Inc CEFO Caleb Hailey explain the Sensu monitoring event pipeline,

Monitoring for Your Infrastructure

Monitoring is the action of observing and checking the behaviors and outputs of a
system and its components over time. - Cred Poider Monitorama 2016
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Sensu is an agent-based monitoring tool that you install on your organization’s infrastructureihe

Sensu agent gives you visibility into everything you care about; the Sensu server gives you flexible,
automated workflows to route metrics and alerts.

T] Monitor containers, instances, applications, and on-premises infrastructure

Sensu is designed to monitor everything from the server closet to the cloud Olnstall the Sensu agent
on the hosts you want to monitor, integrate with the Sensu APL or take advantage of proxy entities to
monitor anything on your network Bensu agents automatically register and de-register themselves
with the Sensu server, so you can monitor ephemeral infrastructure without getting overloaded with

alerts.

| Better incident response with filterable, context-rich alerts

nhooks to add context and speed up incident response Bensu integrates with the tools and services

Get meaningful alerts when and where you need themDse event filters to reduce noise and check

your organization already uses like PagerDuty, Slack and moreheck out Bonsal the Sensu asset

index, or write your own Sensu Plugins in any language.

'l Collect and store metrics with built-in support for industry-standard tools

Know what's going on everywhere in your system Bensu supports industry-standard  metric formats
like Nagios Performance Data, Graphite Plaintext Protocol, InfluxDB Line Protocol, OpenTSDB Data
Specification, and StatsD metrics Dise the Sensu agent to collect metrics alongside check results, then
use the event pipeline to route the data to a time series database like [nfluxDB.

[ Intuitive API and dashboard interfaces


https://bonsai.sensu.io/assets/sensu/sensu-pagerduty-handler
https://bonsai.sensu.io/assets/sensu/sensu-slack-handler
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udes a dashboard to provide a unified view of your entities, ¢

Sensu inc

necks, and events, as well as

a user-friendly silencing tool@he Sensu APl and the sensuctl _command-line tool allow you (and
your internal customers) to create checks, register entities, manage configuration, and more.

'] Open core software backed by Sensu Inc.

Sensu GO's core is open source software, freely available under apermissive  MIT License and publicly
availapble on GitHuUb.
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The Sensu monitoring event pipeline empowers businesses to automate their monitoring workflows and gain
deep visibility into their multi-cloud infrastructure, from Kubernetes to bare metal. Companies like Sony, Box.com,
and Activision rely on Sensu to help deliver value faster, at scale.
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Sensu Go release notes

0 501 release notes

0 500 release notes

Versioning

Sensu Go adheres to semantic versioning using MAJOR MINOR.PATCH release numbers, starting at
50.0. MAJOR version changes indicate incompatible API changes; MINOR versions add backwards-
compatible functionality; PATCH versions include backwards-compatible bug fixes.

Upgrading

Read the upgrade guide for information on upgrading to the latest version of Sensu Go.

5.01 release notes

December 12, 2018 — Scrisu Go 5071 includes our top bug fixes following last week's general
availability release Bee the upgrade guide to upgrade Sensu to version 501

FIXED:

0 The Sensu backend can now successfully connect to an external etcd cluster

0 The Sensu dashboard now sorts silencing entries in ascending order, correctly displays status
values, and reduces shuffling in the event list.

0 Sensu agents on Windows now execute command argurments correctly.


https://semver.org/spec/v2.0.0.html
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https://docs.sensu.io/sensu-go/latest/installation/upgrade
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0 Sensu agents now correctly include environment variables when executing checks.
0 Command arguments are no longer escaped on Windows.

0 Sensu backend environments now include handler and mutator execution requests.

5.0.0 release notes

N~
/\ |

re excited to announce the general availability release of Sensu GolBensu
Go is the ﬂewate monitoring event pipeline, written in Go and designed for container-based and
nybrid-cloud infrastructures Bheck out the Sensu blog for more information about Sensu Go and

version 5.0.

For a complete list of changes from Beta 8-1, see the Sensu Go changelog oing forward, this page
will be the official home for the Sensu Go chamgetog and release notes.

To get started with Sensu G

0 Download the sandbo

0 Install Sensu Go

[0 Get started Monitorng server resources
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0 Enterprise

0 Fag

0 Get-Started
0 Glossary

0 Learn-Sensu
0 Media

0 Prometheus-Metrics

0 Sample-App
[0 Sandbox
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Getting started with enterprise features

Enterprise features for Sensu Go are available in version 520 and laterBee the  upgrade guide to
upgrade your Sensu installation, and visit the latest documentation to get started.

P
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Sensu frequently asked questions

Thank you for visiting the Sensu FAQIBor a list of Sensu terms and definitions, see the  glossary.

I What platforms does Sensu support?

Sensu Go is available for Linux, Windows (agent and CLI only), macOS (CLI only), and DockerBee the
list of supported platforms and the installation guide for more information.

I Is Sensu available as a hosted solution?

No, Sensu is installed on your organization's infrastructure alongside other applications and services.
See the list of supported platforms and the Installation guide for more information.

I What are the hardware requirements for running a Sensu backed?

See the hardware requirements guide for minimum and recommended hardware to run a Sensu
packend.

I Is there an enterprise version of Sensu Go?

Yes! Enterprise features for Sensu Go are available in version 52.0 and laterBee the  upgrade guide to
upgrade your Sensu installation, and visit the latest documentation to get started.

I How can | contact the Sensu sales team?

We'd love to chat about solving your organization's monitoring challenges with Sensuliet in touch
with us using this form

I What can | monitor with Sensu?
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Sensu supports a wide range of plugins for monitoring everything from the server closet to the cloud.
Install the Sensu agent on the hosts you want to monitor, integrate with the Sensu AP or take
advantage of proxy entities to monitor anything on your network Bheck out the 200+ plugins shared
by the Sensu community, including monitoring checks for AWS Jenkins, Puppet, InfluxDB, and SNMP.
You can also get started writing your own Sensu Plugins in any language using the Sensu Pluging
spec.

I Does Sensu include a time series database for long term storage?

No, Sensu does not store event datallve recommend integrating Sensu with a time series database,
like InfluxDB, to store event dataBee the guide to storing metrics with InfluxDB to get started.

Can | connect Sensu Go to clients and servers from earlier versions of Sensu Core
and Sensu Enterprise?

No, Sensu Go agents and backends are not compatible with Sensu Core or Sensu Enterprise
services.

I Can | upgrade my Sensu version 1.x deployment to Sensu Go?

Sensu Go is a complete redesign of the original Sensu; it uses separate packages, dependencies, and
data models to bring you powerful new featuresbBee the Sensu Go release announcement for more
information.)Due to these changes, some features of Sensu 1x are no longer supported in Sensu Go,
such as standalone checksllo upgrade your Sensu 1x deployment to Sensu Go, you'll need to
translate your Sensu 1x configuration to the format expected by Sensu Go and install the new Sensu
Go services on your infrastructurelne Sensu Go upgrade guide includes a detailed feature
comparison between Sensu Go and Sensu 1x as well as tools to help you get started.

I Which ports does Sensu use?

The Sensu backend uses:

0 2379 (HTTP/HTTPS) Sensu storage client: Required for Sensu backends using an external etcd
instance

0 2380 (HTTRP/HTTPS) Sensu storage peer: Required for other Sensu backends in a cluster

0 3000 (HTTP/HTTPS) Sensu dashboard: Required for all Sensu backends using a Sensu
dashboard
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0 8080 (HTTP/HTTPS) Sensu AP Required for all users accessing the Sensu API

0 8081 (WS/WSS) Agent API: Required for all Sensu agents connecting to a Sensu backend

The Sensu agent uses:

00 3030 (TCP/UDP) Sensu agent socket: Required for Sensu agents using the agent socket
0 3031 (HTTP) Sensu agent APl Required for all users accessing the agent AP

0 8125 (UDP, TCP on Windows) StatsD listener: Required for all Sensu agents using the StatsD
listener

For more information, see the guide to securing Sensu.

I Can one Sensu backend monitor multiple sites?

Yes, as long as the port requirements described above are met, a single Sensu backend can monitor
Sensu agents at multiple sites.

I Is it possible to use Uchiwa with Sensu Go?

Due to Sensu Go's implementation, it is not possible to use Uchiwa with Sensu Go. Sensu Go does
have a built-in dashboard that you can use to visually interact with your Sensu Go deployment.
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Get started with Sensu

Try the sandbox
'he sandbox is the best place to get started with Sensu and try out new features.

0 Download the sandbox and learn Sensu Go

[J See more sandbox lessons

Install Sensu Go

Sensu Go is the flexible monitoring event pipeline, designed for container-based and multi-cloud
infrastructures.

0 Install Sensu Go

Create a monitoring workflow

Sensu lets you create automated monitoring workflows to route system metrics and alerts et
started by following one of the Sensu Go guides.

0 Monitor server resources

0 Send Slack alerts

[J Collect StatsD metrics

[J Store metrics with InfluxDB
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Glossary of Terms

Agent

A lightweight client that runs on the infrastructure components you want to monitorBgents self-
register with the backend, send keepalive messages, and execute monitoring checks Bach agent
pelongs to one or more subscriptions that determine which checks the agent runsBn agent can run
checks on the entity it's installed on or by connecting to a remote proxy entitydRead more.

Asset

An asset is an executable that a check, handler, or mutator can specify as a dependencyBssets must
be a tar archive (optionally gzipped) with scripts or executables within a bin folderBt runtime, the
backend or agent installs required assets using the specified URL Bssets let you manage runtime
dependencies without using configuration management toolslRead more,

Backend

A flexible, scalable monitoring event pipeline he backend processes event data using filters,
mutators, and handlerst maintains configuration files, stores recent event data, and schedules
monitoring checksBou can interact with the backend using the API, cormmand line, and dashboard
interfaces Read more.

Check

A recurring check run by the agent to determine the state of a systerm component or collect metrics.
The backend is responsible for storing check definitions, scheduling checks, and processing event
data.heck definitions specify the command to be executed, an interval for execution, one or more
subscriptions, and one or more handlers to process the resulting event datalRead more.


https://docs.sensu.io/sensu-go/5.7/getting-started/glossary/
https://docs.sensu.io/

Check hook

A command executed by the agent in response to a check result, before creating a monitoring event.
Hooks create context-rich events by gathering related information based on the check status IRead
more.

Check token

A placeholder used in a check definition that the agent replaces with local information before
executing the checklokens let you fine-tune check attributes (like thresholds) on a per-entity level
while re-using the check definition Read more.

Entity

Infrastructure components that you want to monitorHach entity runs an agent that executes checks
and creates events Hvents can be tied to the entity where the agent runs or a proxy entity that the
agent checks remotelyRead more,

Event

A representation of the state of an infrastructure component at a point in time, used by the backend
to power the monitoring event pipeline Bvent data includes the result of the check or metric (or both),
the executing agent, and a timestamp. Read more

Filter

Logical expressions that handlers evaluate before processing monitoring events Hilters can instruct
nandlers to allow or deny matching events based on day, time, namespace, or any attrioute in the
event dataRead more

Handler

A component of the monitoring event pipeline that acts on events Bandlers can send monitoring
event data to an executable (or handler plugin), a TCP socket, or a UDP socketORead more



Mutator

An executable run by the backend prior to the handler to transform event datal Read more.

Plugin
Sensu Plugins are executables designed to work with Sensu event data, either as a check plugin,
L

mutator plugin, or handler pluginBou can write your own check executables in Go, Ruby, Python, and
more, or use one of over 200 plugins shared by the Sensu CommunityIRead more.

Proxy Entity

Components of your infrastructure that can't run the agent locally (like a network switch or a
website) but still need to be monitored Bgents create events with information about the proxy entity
in place of the local entity when running checks with a specified proxy entity id.IRead more.

RBAC

Role-based access control (RBAC) ensu’s local user management system BBAC lets you manage
users and permissions with namespaces, users, roles, and role bindings.Read more

Resources

Objects within Sensu that can be used to specify access permissions in Sensu roles and cluster roles.
Resources can be specific to a namespace (like checks and handlers) or cluster-wide (like users and
cluster roles)lRead more.

Sensuctl

Command line tool that lets you interact with the backend Hou can use sensuctl to create checks,
clu

view events, create users, manage cluster, and moreRead more.

Silencing



Silencing entries allow you to suppress execution of event handlers on an ad-hoc basisBou can use
silencing to schedule maintenances without being overloaded with alerts Read more.
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Learn Sensu Go

In this tutorial, we'll download the Sensu sandbox and create a monitoring workflow with Sensu.

0 Set up the sandbox

[0 Lesson #71 Create g monitorng event

O Lesson #2: Create an event pipeline

0 Lesson #3- Automate event production with the Sensu agent

Set up the sandbox
1. Install Vagrant and VirtualBox

0 Download Vagrant

0 Download VirtualBox

2. Download the sandbox

Download from GitHub or clone the repository:

git clone https://github.com/sensu/sandbox && cd sandbox/sensu-go

3. Start Vagrant

ENABLE SENSU_ SANDBOX PORT FORWARDING=1 vagrant up


https://www.vagrantup.com/downloads.html
https://www.virtualbox.org/wiki/Downloads
https://github.com/sensu/sandbox/archive/master.zip
https://docs.sensu.io/sensu-go/5.7/getting-started/learn-sensu/
https://docs.sensu.io/

The Learn Sensu sandbox is a CentOS 7 virtual mac

\ine

pre-installed with Sensu, InfluxDB, and
Grafanall is intended for use as a learning tool; we do not recommend this tool as part of a
production installation Do install Sensu in production, please see the Installation guide Mhe sandbox
startup process takes about five minutes.

NOTE: The sandbox configures VirtualBox to forward TCP ports 3002 and 4002 from the
sandbox virtual machine to the localhost to make it easier for you to interact with the
sandbox dashboards. Dashboard links provided in this tutorial assume port forwarding
from the VM to the host is active.

4. SSH into the sandbox

Thanks for waitingl To start using the sandbox:

vagrant ssh

ou should now have shell access to the sandbox and should be greeted with this prompt:

[sensu _go sandbox]$

0 exit out of the sandbox, use ¢TRL + D [0 erase and restart the sandbox, use vagrant destroy
then wvagrant up IO reset the sandbox’s Sensu configuration to the beginning of this tutorial, use

vagrant provision .

NOTE: The sandbox pre-configures sensuctl with the Sensu Go admin user, so you won’t
have to configure sensuctl each time you spin up the sandbox to try out a new feature.

Before installing sensuctl outside of the sandbox, read the first time setup reference to
learn how to configure sensuctl.

Lesson #1: Create a Sensu monitoring event

First off, we'll make sure everything is working correctly by using the sensuctl commmand line toolBve
can use sensuctl to see that our Sensu backend instance has a single namespace, default , and
two users: the default admin user and the user created for use by a Sensu agent.



sensuctl namespace list

Name

default

sensuctl user list

Username  Groups  Enabled

admin  cluster-admins true

agent  system:agents true

ents as entitiesbet’s start by using

sensuctl entity list

ID Class OS Subscriptions Last Seen

Now we can go ahead and start the Sensu agent to start monitoring the sar

sudo systemctl start sensu-agent

We can use sensuctl t

O see that Sensu is now monitoring the sandbox entity

sensuctl entity list

ID Class OS Subscriptions Last Seen

sensu-go-sandbox agent linux entity:sensu-go-sandbox 2019-01-24 21:29:06 +0000 UTC

NSUCL tC

=Nnts to help you monitor their status Ve can use se

the sandbox entity:



sensuctl event list

Entity Check Output Status Silenced Timestamp

sensu-go-sandbox keepalive Keepalive last sent from sensu-go-sandbox at 2019-01-24 21:29:06 +0000 UTC 0
false  2019-01-24 21:29:06 +0000 UTC

sensu-go-sar Nt has status 0, meaning the agent is in an OK state and able to

communicate with the Sensu backend.

We can also see
default admin

the event and the entity in the Sensu dashboard Oog in to the dashboard as the
word PesswOrd!

er-username admin

Lesson #2: Pipe keepalive events into Slack

Now that we know the sandbox is working properly, let's get to the fun stuff: creating a workflow.

s keepalive alerts to Slack Of you'd rather not create

this lesson, wel'll cre workflow that send

Slack account, you can skip ahead to e

1. Get your Slack webhook URL

If you're already an admin of a Slack, visit
https://YOUR WORKSPACE NAME HERE. slack.com/services/new/incoming—webhook and follow
the steps to add the Incoming WebHooks integration, ch

>

0ose a channel, and s¢

you're not yet a Slack admin, start here to create a new workspace )Bfter saving, f;/OUM see your
W UH ook URL under Integration Settings.

2. Register the Sensu Slack handler asset

e packages that make it easy
et to power a slack hand

deploy Sensu pluginsth this lesson, welll

sensuctl asset create sensu-slack-handler —--url "https://github.com/sensu/sensu-sla

handler 1.0.3 linux amdé64.tar.gz" —--shabl2


http://localhost:3002/
https://slack.com/get-started#create
https://bonsai.sensu.io/assets/sensu/sensu-slack-handler
https://bonsai.sensu.io/assets/sensu/sensu-slack-handler

"68720865127fbc7c2felbcadd’bbf2al87a2df703f4bdacaelc93e8a66556e9079e127052199905871

You should see a confirmation message from sensuctl.

Created

T

complete asset definition.

Ne sensu-slack-handler assetis now ready to use with Sensulou can use sensuctl to see the

sensuctl asset info sensu-slack-handler --format yaml

PRO TIP: You can use resources definition to create and update resources (like assets)
using sensuctl create --file filename.yaml . See the sensuctl docs for more information.

3. Create a Sensu Slack handler

Open the sensu-slack-handler.json handler definition provided with the sandbox, and edit the
definition to include your Slack channel, webhook URL, and the sensu-slack-handler asse

"env_vars": [
"KEEPALIVE SLACK WEBHOOK=https://hooks.slack.com/services/AAA/BBB/CCC",
"KEEPALIVE SLACK CHANNEL=#monitoring"

1,

"runtime assets": ["sensu-slack-handler"]

ve events.

Now we can create a Slack handler named keepalive tO process keepa

sensuctl create --file sensu-slack-handler.json

You can use sensuctl to see available event handlers.

sensuctl handler list



You should see the keepalive handler.

Name Type Timeout Filters Mutator Execute

Environment Variables Assets

keepalive pipe 0 RUN: /usr/local/bin/sensu-slack-handler -¢ "$ {KEEPALIVE SLACK CHANNEL }

"${KEEPALIVE SLACK WEBHOOK }"
KEEPALIVE SLACK WEBHOOK =https://hooks.slack.com/services/XXX,KEEPALIVE SLACK CHANNEL=#monito;

You should now see monitoring events in Slack indicating that the sandbox entity is in an OK state.

4. Filter keepalive events

enerating Slack alerts, let's reduce the potential for alert fatigue by adding a filter

Now that weTe ge
that only sends only warning, critical, and resolution alerts to Slack

e built-in is_incident filter to the keepalive handler so
€ \,,“HrTL v /%Lm the sandbox entity fails to send a keepalive event.

sensuctl handler update keepalive

When prompted for the filters selection, enter is_incident to apply the incidents filter.

? Filters: [? for help] is incident

We can confirm that the keepalive handler now includes the incidents filter using sensuctl:

sensuctl handler info keepalive

=== keepalive



Name: keepalive
Type: pipe
Timeout: 0

Filters: is incident

v time

>ceiving messages in the Slack channel eve

et’s stop the agent and confirm that we receive the expected warning mes

e

sudo systemctl stop sensu-agent

uld see the warning message in Slack after a couple of minutes, informing you that the

Sand

box entity is

T S A \/73"\,,\ r\\"Q'\T("
( k@ﬂ»cﬂv@ events.

sudo systemctl start sensu-agent

Lesson #3: Automate event production with the
Sensu agent

1. Make sure the Sensu agent is running

sudo systemctl restart sensu-agent

2. Install Nginx and the Sensu HTTP Plugin

We'll use the Sensu HTTP Plugin to monitor an Nginx server running on the sandbox.



https://www.influxdata.com/
https://grafana.com/
https://github.com/sensu-plugins/sensu-plugins-http

First, install and start Nginx:

sudo yum install -y nginx && sudo systemctl start nginx

And make sure it's working with:

curl -I http://localhost:80

HTTP/1.1 200 OK

Then install the Sensu HTTP Plugin:

sudo sensu-install -p sensu-plugins-http

We'll be using the metrics-curl.rb plug

NnHlve can test its output using:

/opt/sensu-plugins-ruby/embedded/bin/metrics-curl.rb -u "http://localhost"

sensu-go-sandbox.curl timings.http code 200 1535670975

3. Create an InfluxDB pipelinellovw (cts create the INfluxDB pipeline to store these metrics and

visualize them with Grafanallo create a pipeline to send metric events to INfluxDB, start by registering
the Sensu InfluxDB handler asset,

sensuctl asset create sensu-influxdb-handler --url "https://github.com/sensu/sensu-i
influxdb-handler 3.1.2 linux amd64.tar.gz" --shabl2
"612c6££9928841090c4d23bf20aaf7558e4eedB8977a848cf£9e2899bb13al3e7540bac2b63e324£39d9

You should see a confirmation message from sensuctl


https://bonsai.sensu.io/assets/sensu/sensu-influxdb-handler

Created

The sensu-influxdb-handler assetis now ready to use with Sensulou can use sensuctl to see the
complete asset definition

sensuctl asset info sensu-influxdb-handler --format yaml

Open the influx-handler.json handler definition provided with the sandbox, and edit the

asset

runtime assets atfribute to include

"runtime assets": ["sensu-influxdb-handler"]

Now you can use sensuctl to create the  influx-db handler.

sensuctl create --file influx-handler.json

Ne can use sensuctl to confirm that the handler has been created successfully.

sensuctl handler list

You should see the influx-db handler@f you've completed lesson #2 you'll also see the keepalive
handler)

4. Create a check to monitor Nginx

curl timings-check.json file provided with the sandbox to create a service check that
NS metrics-curl.rb EVLT/W ) seconds on all entities with the entity:sensu-go-sandbox

subscription and sends events to the INnfluxDB pipeline:

sensuctl create --file curl timings-check.json

sensuctl check list



Name Command Interval Cron Timeout TTL Subscriptions

Handlers Assets Hooks Publish? Stdin? Metric Format = Metric Handlers

curl timings /opt/sensu-plugins-ruby/embedded/bin/metrics-curl.rb -u "http://localhost" 10 0 0

entity:sensu-go-sandbox true  false graphite plaintext influx-db

This chec

d metric formath Sensu Go metrics are a

eparately from alerts.

Y

the data model, so

customize our monitor

sensuctl event info sensu-go-sandbox curl timings --format json | jg

"metrics": {
"handlers": [

"influx—-db"

1,
"points": [
{
"name": "sensu-go-sandbox.curl timings.time total",
"value": 0.005,
"timestamp": 1543532948,
"tags": []
},
{
"name": "sensu-go-sandbox.curl timings.time namelookup",
"value": 0.005,
"timestamp": 1543532948,
"tags": []
},
{

"name": "sensu-go-sandbox.curl timings.time connect",
"value": 0.005,

"timestamp": 1543532948,

"tags": []



Because we configured a metric format, the Sensu agent was able to convert the Graphite-
formatted metrics provided by the check command into a set of Sensu-formatted metrics Wetric
support isn't limited to just Graphite; the Sensu agent can extract metrics in multiple line protocol
formats, including Nagios performance datal

5. See the HTTP response code events for Nginx in Croana.

N

Log in to Grafana as username: admin and password: admin Ve should see a graph of live HTTP

S

esponse codes for Nginx.

Now if we turn Nginx off, we should see the impact in Grafana:

sudo systemctl stop nginx

Start Nginx:

sudo systemctl start nginx

6. Automate disk usage monitoring for the sandbox

Now that we have an entity set up, we can easily add more checks Bor example, let's say we want to

monitor disk usage on the sandbox.

First, install the plugin:

sudo sensu-install -p sensu-plugins-disk-checks

And test it

/opt/sensu-plugins-ruby/embedded/bin/metrics-disk-usage.rb


http://localhost:4002/d/go01/sensu-go-sandbox

sensu-core-sandbox.disk usage.root.used 2235 1534191189

sensu-core-sandbox.disk usage.root.avail 39714 1534191189

+
sandbox, assigning it to the entity:sensu-go-sandbox subscription and the INfluxDB pipeline:

hen create the check using sensuctl and the disk_usage-check.json file included with the

sensuctl create --file disk usage-check.json

We should see it working in the dashboard entity view and via sensuctl:

sensuctl event list

Now we should be able to see disk usage metrics for the sandbox in Grafana.

You made it! You're ready for the next level of Sensu-ing Blere are some resources to help continue

[ Install Sensu Go

[0 Collect StatsD metrics

( ISl o \ ~ oM
0 Create areadv-only user

P

About Sensu


http://localhost:3002/#/entities
http://localhost:4002/d/go02/sensu-go-sandbox-combined
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NOTE: Prior to October 2018, Sensu Go was known as Sensu 2.0.
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Using the Sensu Prometheus Collector

[] Setup

0 Install and confisure Prometheus

0 Install and configure Sensu Go

O Install and configure InfluxDB

[ Install and confisure Grafana

0 Create a Sensu InfluxDB pipeline

0 Install Sensu InfluxDB handler

[J Create a Sensu handler

0 Collect Prometheus metrics with Sensu

0 Install Sensu Prometheus Collector

0 Add a Sensu check to complete the pipeline

O Visualize metrics with Grafana

0 Configure a dashboard in Grafana

O View metrics in Grafana

What is the Sensu Prometheus Collector?

The Sensu Prometheus Collector is a check plugin that collects metrics from a Prometheus exporter
or the Prometheus auery AP This allows Sensu to route the collected metrics to one or more time
series databases, such as InfluxDB or Graphite.



https://github.com/sensu/sensu-prometheus-collector
https://prometheus.io/docs/instrumenting/exporters/
https://prometheus.io/docs/prometheus/latest/querying/api/
https://docs.sensu.io/sensu-go/5.7/getting-started/prometheus-metrics/
https://docs.sensu.io/

Why use Sensu with Prometheus?

stem contains a number of actively maintaine

ardware and operating m n WU_H

exporter for reporting h

monitoring containers.

N=Vals
J - U

nore time series databs nd Prometheus can run in

complimenting e e Prom PH eus is already

In this guide

1 with all components running on the same

>

Nis guide us

~entOS 7 as the operating s

T

compute resource. Commands and steps may change for different distributions or if components

are running on different compute

At the end, vou will have
query the Pro mﬂ eus
send metrics to an \rﬂuxju stance. Finally, Grafana L o

1 Prometheus Collector will then
) an \mﬂuxDB Sensu %'war‘(;er, which will
ery InfluxDB to

metrics.

Set up

Install and configure Prometheus

Download and extract Prometheus.
wget
https://github.com/prometheus/prometheus/releases/download/v2.6.0/prometheus-
2.6.0.1linux-amd64.tar.gz

tar xvfz prometheus-*.tar.gz

cd prometheus-*

Replace the default prometheus.yml configuration file with the following configuratior

>}


https://github.com/prometheus/node_exporter
https://github.com/prometheus/node_exporter
https://github.com/google/cadvisor

global:
scrape interval: 15s
external labels:

monitor: 'codelab-monitor'

scrape_configs:
- Jjob name: 'prometheus'
scrape_ interval: 5s
static_ configs:

- targets: ['localhost:9090']

Start Prometheus in the background.

nohup ./prometheus --config.file=prometheus.yml > prometheus.log 2>&1 &

[1] 7647

Ensure Prometheus is running

g

ps -ef | grep prometheus
vagrant 7647 3937 2 22:23 pts/0 00:00:00 ./prometheus --

config.file=prometheus.yml

Install and configure Sensu Go

Follow the RHEL/CentOS Install instructions for the Sensu backend, Sensu agent and sensuctl

Addan app_tier subsCription to /etc/sensu/agent.yml

subscriptions:

- "app tier"

Restart the sensu agent to apply the config



systemctl restart sensu-agent

oS are running.

systemctl status sensu-backend

systemctl status sensu-agent

Install and configure InfluxDB

Add InfluxDB repo.

echo " [influxdb]

name = InfluxDB Repository - RHEL \S$Sreleasever

baseurl = https://repos.influxdata.com/rhel/\Sreleasever/\S$Sbasearch/stable
enabled =1

gpgcheck = 1

gpgkey = https://repos.influxdata.com/influxdb.key" | sudo tee
/etc/yum.repos.d/influxdb. repo

Install INfluxDB

sudo yum -y install influxdb

Open /ete/influxdb/influxdb.conf and uncommentthe http APIline.

[http]
# Determines whether HTTP endpoint is enabled.

enabled = true

Start InfluxDB.



sudo systemctl start influxdb

Add t

Ne Sensu user and database.

influx -—-execute "CREATE DATABASE sensu"
influx —-execute "CREATE USER sensu WITH PASSWORD

influx —-execute "GRANT ALL ON sensu TO sensu"

Install and configure Grafana

Install Grafana.

'sensu'"

sudo yum install -y https://s3-us-west-2.amazonaws.com/grafana-

releases/release/grafana-5.1.4-1.x86 64.rpm

sensu Dashibc

sudo sed -i 's/”;http port = 3000/http port = 4000/'

apiVersion: 1
deleteDatasources:
- name: InfluxDB

orgIld: 1

datasources:

alrd.

/etc/grafana/grafana.ini



- name: InfluxDB
type: influxdb
access: pProxy
orgId: 1
database: sensu
user: grafana
password: grafana

url: http://localhost:8086

systemctl start grafana-server

Create a Sensu InfluxDB pipeline

Install Sensu InfluxDB handler

wget —-g -nc https://github.com/sensu/sensu-influxdb-
handler/releases/download/3.0.1/sensu-influxdb-handler 3.0.1 linux amd64.tar.gz -
P /tmp/

tar xvfz /tmp/sensu-influxdb-handler 3.0.1 linux amd64.tar.gz -C /tmp/

cp /tmp/bin/sensu-influxdb-handler /usr/local/bin/

Create a Sensu handler

Given the following handler definition in a file called handler.json

"type": "Handler",

"api version": "core/v2",



"metadata": {

"name": "influxdb",
"namespace": "default"
},
"spec": {
"command": "/usr/local/bin/sensu-influxdb-handler -a

-d sensu -u sensu -p sensu",

"env_vars": [],
"timeout": 10,
"typell: llpipe"

Use sensuctl O

dd the handler t«

D Sensu.

sensuctl create --file handler.json

Collect Prometheus metrics with Sensu

Install Sensu Prometheus Collector

wget -g -nc https://github.com/sensu/sensu-prometheus-

collector/releases/download/1.1.4/sensu-prometheus-

collector 1.1.4 linux 386.tar.gz -P /tmp/

tar xvfz /tmp/sensu-prometheus-collector 1.1.4 linux 386.tar.gz -C /tmp/

cp /tmp/bin/sensu-prometheus-collector /usr/local/bin/

trics from Prometheus.

/usr/local/bin/sensu-prometheus-collector -prom-url http://localhost:9090

query up

'http://127.0.0.1:8086"

-prom-



up, instance=localhost:9090, job=prometheus value=1 1549991087

Add a Sensu check to complete the pipeline

Given the following check definition in a file called check.json

C

"type": "CheckConfig",
"api version": "core/v2",
"metadata": {
"name": "prometheus metrics",
"namespace": "default"
},
"spec": {
"command": "/usr/local/bin/sensu-prometheus-collector -prom-url
http://localhost:9090 -prom-query up",
"handlers": [
"influxdb"
1,
"interval": 10,
"publish": true,
"output metric format": "influxdb line",
"output metric handlers": [],
"subscriptions": [
"app tier"
1,

"timeout": O

PRO TIP: sensuctl create -f also accepts files containing multiple resources definitions.

Use sensuctl to add the checkto Sensu.

sensuctl create --file check.json



-

y the prometheus metrics Check in the Sensu dast
Nttp /1270013000 he default admin user: username admin and
P@sswOrd! .
e can also see e met ent data using sensuctl
sensuctl event list
Entity Check Output Status Silenced Timestamp
sensu-centos keepalive Keepalive last sent from sensu-centos at 2019-02-12 01:01:37 +0000 UTC 0 false

2019-02-12 01:01:37 +0000 UTC
sensu-centos prometheus metrics up,instance=localhost:9090,job=prometheus value=1 1549933306 0

false  2019-02-12 01:01:46 +0000 UTC

Visualize metrics with Grafana

Configure a dashboard in Grafana

Download the Grafana dashboard configuration file from the Sensu docs
wget https://docs.sensu.io/sensu-go/5.0/files/up or down dashboard.json

Using the downloaded file, add the dashboard to Grafana using an API call

curl -XPOST -H 'Content-Type: application/json' -d@up or down dashboard.json
HTTP://admin:admin@127.0.0.1:4000/api/dashboards/db

View metrics in Grafana


http://127.0.0.1:3000/

Confirm metrics in Grafana with admin:admin login at hitp /1270014000

Once logged in, click on Home in the upper left corner, then below click on the Up or Down Sample
2 dashboard. Once there, you should see a graph that has started showing metrics like this

Conclusion

You should now have a working setup with Prometheus scraping metrics. The Sensu Prometheus
Collecting is being ran via a Sensu check and collecting those metrics from Prometheus  API The
metrics are then handled by the InfluxDB handler, sent to InfluxDB and then visualized by a Grafana
Dashboard.

Using this information, you can now plug the Sensu Prometheus Collector into your Sensu
ecosysterm and leverage Prometheus to gather metrics and Sensu to send them to the proper final
destination. Prometheus has a comprehensive [ist of additional exporters to pull in metrics.



http://127.0.0.1:4000/
https://prometheus.io/docs/instrumenting/exporters/
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Container and application monitoring with
Sensu

All Platforms U

In this tutorial, we'll deploy a sample app with Kubernetes and monitor it with Sensullhe sample app
nas three endpoints: / returns the local hostname, /metrics returns Prometheus metric data,
/healthz returns the boolean health state, and POST /healthz toggles the health state.

0 Prerequisites
0 Setup
O Multitenancy

0 Deploving Sensu agents and InfluxDB

0 Monitoring an app

0 Create a Sensu pipeline 1o Slack

0 Create a Sensu service check

0 Collecting app metrics

0 Create a Sensu pipeline to InfluxDB

0 Create a Sensu metric check

[ Visualize metrics with Grafana

0 Collecting Kubernetes metrics

[0 Next steps

Prerequisites


https://docs.sensu.io/sensu-go/5.7/getting-started/sample-app/
https://docs.sensu.io/

'he sample app requires Kubernetes and a Kuberne
offerings, such as GKE, include a Kubernetes Ingress

es Ingress controllerMost hosted Kubernetes
controller.

In this tutorial, we'll be using Minikube, a cross-platform application for running a local single-node
Kubernetes clusterBiter you've installed and started M wk loe, proceed through the rest of the guide.

Setup

1. Clone the sample app.
git clone https://github.com/sensu/sensu-kube-demo && cd sensu-kube-demo
2. Create the Kubernetes ingress resources.

minikube start

kubectl apply -f https://raw.githubusercontent.com/kubernetes/ingress-

nginx/master/deploy/mandatory.yaml
minikube addons enable ingress

kubectl create -f go/ingress-nginx/ingress/sensu-go.yaml
3. Deploy kube-state-metrics.

git clone https://github.com/kubernetes/kube-state-metrics

kubectl apply -f kube-state-metrics/kubernetes

4. Open your /etc/hosts file and add the following hostnames.

NOTE: Here we’ll use the IP address for the Minikube VM in our hosts file. To view the
address, use the command minikube ip .


https://kubernetes.io/docs/tasks/tools/install-minikube/

192.168.99.100 sensu.local webui.sensu.local sensu-enterprise.local

dashboard.sensu-enterprise.local

192.168.99.100 influxdb.local grafana.local dummy.local

5. Install sensuctl.

o install sensuctl on

)

6. Deploy two instances of the sample app (dummy) behind a load balancer.
kubectl apply -f go/deploy/dummy.yaml
We can test the dummy app using the API.

# Linux/macOS
curl -i http://dummy.local

# Windows
Invoke-WebRequest -Uri http://dummy.local -Method GET

A 200 response indicates that the dummy app is working correctly.

7. Deploy the Sensu backend

kubectl create -f go/deploy/sensu-backend.yaml

Multitenancy

control to create a demo Namespace and a demo USer.

(A,

~

se Sensu role-based act

-




1. Configure sensuctl to use the built-in admin user.

sensuctl configure

? Sensu Backend URL: http://sensu.local
? Username: admin

? Password: P@sswOrd!

? Namespace: default

? Preferred output format: tabular

2. Create a demo namespace.

sensuctl namespace create demo

We can use sensuctl to confirm that the namespar

namespace as the default for our sensuctl session

sensuctl namespace list

sensuctl config set-namespace demo

3. Create a dev user role with full-access to the demo namespace.

sensuctl role create dev \
--verb get,list,create,update,delete \

--resource \* --namespace demo

4. Create a dev role binding for the dev group.

sensuctl role-binding create dev --role dev --group dev

5. Create a demo user that is a member of the dev group.




sensuctl user create demo --interactive
? Username: demo
? Password: password

? Groups: dev

6. Reconfigure sensuctl to use the demo user and demo namespace.

sensuctl configure

? Sensu Backend URL: http://sensu.local
? Username: demo

? Password: password

? Namespace: demo

? Preferred output format: tabular

Deploying Sensu agents and InfluxDB
1. Deploy InfluxDB with a Sensu agent sidecar

Create a Kubernetes ConfigMap for InfluxDB configuration

kubectl create configmap influxdb-config —-from-file go/configmaps/influxdb.conf

Deploy InfluxDB with a Sensu agent sidecar.

kubectl create -f go/deploy/influxdb.sensu.yaml

2. Create a Sensu pipeline to store metrics with InfluxDB.

Use the files provided with the sarmple app to create a Sensu asset for the

AN influxdb cvent handler

——————————
y



https://github.com/sensu/sensu-influxdb-handler

sensuctl create --file go/config/assets/influxdb-handler.yaml

sensuctl create —--file go/config/handlers/influxdb.yaml
3. Deploy Sensu agent sidecars for the dummy app instances.

kubectl apply -f go/deploy/dummy.sensu.yaml

Monitoring an app

Let’s take a look at what were monitoring Ve can see the Sens
app instances with their last seen timestamp, as well as the Sensu ager

agents installed on our two durmmy

t monitoring our INfluxDB

sensuctl entity list

ID Class OS Subscriptions Last Seen

dummy-76d8fb7bdf-967q7  agent linux dummy,entity:dummy-76d8fb7bdf-967q7 2019-01-18 10:56:56 -0800

PST
dummy-76d8fb7bdf-knh7r  agent linux dummy,entity:dummy-76d8fb7bdf-knh7r 2019-01-18 10:56:56 -0800

PST
influxdb-64b7d5f884-f9ptg agent linux influxdb,entity:influxdb-64b7d5{884-Optg 2019-01-18 10:56:59 -0800

PST

Create a Sensu pipeline to Slack

we want to receive a S

a senad

~ensu pipeline to

source collections of Sensu building blocks shared by the Sensu

Community.

1. Create an asset to help agents find and install the —cncu Slock handler,



https://github.com/sensu/sensu-slack-handler
https://github.com/sensu/sensu-slack-handler

sensuctl create --file go/config/assets/slack-handler.yaml

2. Get your Slack webhook URL and add it to go/config/handlers/slack.yaml .
If youre already an admin of a Slack, visit

https://YOUR WORKSPACE NAME HERE.slack.com/services/new/incoming-webhook =c folloy
the steps to add the Incoming WebHooks integration and save f

admin, star

the se

you're not yet a ¢

Integration Settings.

Open go/config/handlers/slack.yaml and rer

SECRET [N the follow
workspace webhook URL and  #demo with the Slack channel of your choice:

"command": "slack-handler --channel '#demo' --timeout 20 --username 'sensu' --

webhook-url 'SECRET'",
So it looks something like:

"command": "slack-handler --channel '#my-channel' --timeout 20 --username

'sensu' --webhook-url 'https://hooks.slack.com/services/XXXXXXXXXXXXXXXX"",
3. Create a handler to send events to Slack using the slack-handler asset.

sensuctl create --file go/config/handlers/slack.yaml

Create a Sensu service check to monitor the status of the
dummy app

lly monitor the status of the dummy app, W

e a Sensu HTTP pluging

/e'll create an asset that lets the Sensu

1. Create the check-plugins asset.


https://slack.com/get-started#create
https://github.com/portertech/sensu-plugins-go

sensuctl create --file go/config/assets/check-plugins.yaml

2. Now we can create a check to monitor the status of the dummy app that uses the
check-plugins asset and the Slack pipeline.

sensuctl create --file go/config/checks/dummy-app-healthz.yaml

3. With the automated alert workflow in place, we can see the resulting events in the
Sensu dashboard.

Sign in to the Sensu dashboard with your sensuctl username ( demo ) and password ( password ).

>ctthe demo Names

Since were wor kmg within the demo namespace,
dashbo 1rd menu.

CAMne

e in the Sens

4. Toggle the health of the dummy app to simulate a failure.

# Linux/macOS

curl -iXPOST http://dummy.local/healthz

# Windows

Invoke-WebRequest -Uri http://dummy.local/healthz -Method POST

We should now be able to see a critical alert in the Sensu dashboard as well as by using sensuctl:

(_,\

sensuctl event list

You should also see an alert in Slack.

~

[ Sensu entities return to a healthy state.

Continue to post to  /healthz until al

# Linux/macOS

curl -iXPOST http://dummy.local/healthz


http://webui.sensu.local/signin
http://webui.sensu.local/events

# Windows

Invoke-WebRequest -Uri http://dummy.local/healthz -Method POST

Collecting app metrics

Create a Sensu metric check to collect Prometheus metrics

e an asset that lets

1. Create the prometheus-collector asset.

sensuctl create --file go/config/assets/prometheus-collector.yaml

2. Now we can create a check to collect Prometheus metrics that uses the prometheus-
collector asset.

sensuctl create --file go/config/checks/dummy-app-prometheus.yaml

Visualize metrics with Grafana
1. Deploy Grafana with a Sensu agent sidecar.

Create Kubernetes ConfigMaps for Grafana configuration.

kubectl create configmap grafana-provisioning-datasources --from-

file=./go/configmaps/grafana-provisioning-datasources.yaml

kubectl create configmap grafana-provisioning-dashboards --from-


https://github.com/sensu/sensu-prometheus-collector

file=./go/configmaps/grafana-provisioning-dashboards.yaml

oy Grafana with a Sensu &

kubectl apply -f go/deploy/grafana.sensu.yaml

N the dummy app, INfluxDB,

(
S
0
D)
w
C
6)6)
=
al
(
3

and Grafana pc

sensuctl entity list

ID Class OS Subscriptions Last Seen

dummy-6¢57b8f868-ft5dz  agent linux dummy,entity:dummy-6¢57b8f868-{t5dz 2018-11-20 18:43:15 -0800
PST

dummy-6¢57b8f868-m24hw  agent linux dummy,entity:dummy-6¢57b8f868-m24hw 2018-11-20 18:43:15
-0800 PST

grafana-5b88f8df8d-vgjtm agent linux grafana,entity:grafana-5b88f8df8d-vgjtm 2018-11-20 18:43:14 -0800 PST T[]
influxdb-78d64bcfd9-8km56 agent linux influxdb,entity:influxdb-78d64bcfd9-8km56 2018-11-20 18:43:12 -0800
PST

2. Log in to Grafana.

0 see the metrics we're collecting from the dummy app, log into  Grafana with the username

admin and password password .

3. Create a dashboard.

Create a new dashboard using the InfluxDB datasource to see live metrics from the durmmy app.

Collecting Kubernetes metrics

create a check that collects Prometheus

metrics fror



http://grafana.local/login

Deploy a Sensu ager

onset on your Kubernetes

kubectl apply -f go/deploy/sensu-agent-daemonset.yaml

T from Kubernetes using the

Nneus metrics

a check to collect Promet

prometheus-collector assel and influxdb Nanc

nen creal

sensuctl create --file go/config/checks/kube-state-prometheus.yaml

You should now be able to access Kubernetes metric data in Grafana and see metric events in the

Next steps

€ app, Use minikube stop Of minikube delete [€s

To stop or delete the samp

U olu

check out the following resources:

Su, C

For more information about monitoring wit

0 Reducing alert fatisue with Sensu filters

0 Aggregating StatD metrics with Sensu

0 Aggredating Nagios metrics with Sensu

P
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You're viewing documentation for an older or pre-release version of Sensu Go. Click here for the latest.

Sensu sandbox

Welcome to the Sensu sandbox! The sandbox is the best place to get started with Sensu and try out
new features.

Learn Sensu

0 Start here: Building your first monitoring workflow

Container monitoring

0 Container and application monitoring with Sensu: Monitoring a Kubernetes sample app

Metrics

0 Sensu + Prometheus: Collecting Prometheus metrics with Sensu

Upgrading from Sensu 1.x to Sensu Go

00 Sensu translator: Translating check configuration



https://github.com/sensu/sandbox/tree/master/sensu-go/lesson_plans/check-upgrade
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https://docs.sensu.io/
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Installation

O Auth

0 Configuration-Management

0 Install-Sensu
0 Platforms

O Plugins

0 Recommended-Hardware

0 Upgrade
0 Verity

(] Versions

P
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Authentication

Sensu requires username and password authentication to access the Sensu dashboard, APL and
command line tool (sensuctl)Bor Sensu's default user credentials and more information about
configuring Sensu role based access control, see the RBAC reference and guide to creating users.

In addition to built-in RBAC, enterprise-only support for authentication using an authentication
provider is available in Sensu Go 52.0 and laterBee the upgrade guide to upgrade your Sensu
installation, and visit the latest documentation to configure an authentication provider.

P
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documentation for an older or pre-release version of Click here for the latest.

Configuration Management

We highly recommend using configuration management tools to deploy Sensu in production and at
scale.

0 Pin versions of Sensu-related software to ensure repeatable Sensu deployments.

O Ensure consistent configuration between Sensu Servers.

The following configuration management tools have well-defined Sensu modules to help you get
started.

Puppet

The Puppet Sensu module can be found on the GitHub Bensu has partnered with Learn Puppet to
enhance the Puppet module with new features and bug fixes.

Chef

The Chef cookbook for Sensu can be found on the GitHub Interested in more information on Sensu
+ Chef? Get some helpful resources here.



https://puppet.com/
https://github.com/sensu/sensu-puppet
http://learnpuppet.com/
https://www.chef.io/
https://github.com/sensu/sensu-go-chef
http://monitoringlove.sensu.io/chef
https://docs.sensu.io/sensu-go/5.7/installation/configuration-management/
https://docs.sensu.io/
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You're viewing documentation for an older or pre-release version of Sensu Go. Click here for the latest.

Installing Sensu

All Platforms H

Select a platform from the dropdown above Bensu Go is available for Linux, Windows (agent and CL|
only), macOS (CLI only), and DockerBee the list of supported platforms for more information Bensu
downloads are provided under the Sensu | icense

Install the Sensu backend

The Sensu backend is available for Ubuntu, RHEL/CentOS, and Docker.

1. Install the package

Ubuntu

Add the Sensu repository.

curl -s https://packagecloud.io/install/repositories/sensu/stable/script.deb.sh
| sudo bash

install the sensu-go-backend package.

sudo apt-get install sensu-go-backend


https://sensu.io/sensu-license
https://docs.sensu.io/sensu-go/5.7/installation/install-sensu/
https://docs.sensu.io/

RHEL/CentOS

curl -s https://packagecloud.io/install/repositories/sensu/stable/script.rpm.sh

| sudo bash

nstall the sensu-go-backend packa

sudo yum install sensu-go-backend

2. Create the configuration file

“opy the example backend config file to the default config path.

sudo cp /usr/share/doc/sensu-go-backend-5.0.1/backend.yml.example

/etc/sensu/backend. yml

NOTE: The Sensu backend can be configured using a /etc/sensu/backend.yml
configuration file or using sensu-backend start configuration flags. For more
information, see the backend reference.

3. Start the service

Start the backend using a service manager.

sudo service sensu-backend start

Verify that the backend is running.



service sensu-backend status

Next steps
Now that you've installed the Sensu backend

Install the Sensu agent

[ Install sensuctl

00 Sign in to the dashboard

Install the Sensu agent

ne Sensu agent is available for Ubuntu, RHEL /CentOS, Windows, and Docker

1. Install the package

Ubuntu

curl -s https://packagecloud.io/install/repositories/sensu/stable/script.deb.sh

| sudo bash

Install the sensu-go-agent package.

sudo apt-get install sensu-go-agent

RHEL/CentOS

Add the Sensu repository.



curl -s https://packagecloud.io/install/repositories/sensu/stable/script.rpm.sh

| sudo bash

Install the sensu-go-agent package.

sudo yum install sensu-go-agent

Windows

Download the Sensu agent for Windows .

Invoke-WebRequest https://s3-us-west-2.amazonaws.com/sensu.1io/sensu-
go/5.0.1/sensu-go-5.0.1l-windows—-amdé64.tar.gz -OutFile "Senv:userprofile\sensu-

go-5.0.1l-windows-amdé64.tar.gz"

See the verifving Sensu guide to verify your download using checksums.

2. Create the configuration file

Ubuntu/RHEL/CentOS

sudo cp /usr/share/doc/sensu-go-agent-5.0.1/agent.yml.example

/etc/sensu/agent.yml

NOTE: The Sensu agent can be configured using a /etc/sensu/agent.yml configuration
file or using sensu-agent start configuration flags. For more information, see the agent
reference.


https://s3-us-west-2.amazonaws.com/sensu.io/sensu-go/5.0.1/sensu-go-5.0.1-windows-amd64.tar.gz

Windows

Download the example agent configuration file and save it as

C:\\ProgramData\sensu\config\agent.yml .

3. Start the service

Ubuntu/RHEL/CentOS

Start the agent using a service manager.

sudo service sensu-agent start

S running.

service sensu-agent status

Windows

Coming soon

Next steps
Now that you've installed the Sensu agent:

Install sensuctl

[J Create a monitoring event

Install sensuctl

Sensu Go can be configured and used with the sensuctl command line utilityBensuctl

S availaole

for


https://github.com/sensu/sensu-go/blob/5.1.1/packaging/files/windows/agent.yml.example

Ubuntu, RHEL/CentOS, Windows, and mac

1. Install the package

curl -s https://packagecloud.io/install/repositories/sensu/stable/script.deb.sh

| sudo bash

nstall the  sensu-go-cli pac

sudo apt-get install sensu-go-cli

RHEL/CentOS

curl -s https://packagecloud.io/install/repositories/sensu/stable/script.rpm.sh

| sudo bash

Install the sensu-go-cli pack

sudo yum install sensu-go-cli

Windows

Download sensuctl for Windows



https://s3-us-west-2.amazonaws.com/sensu.io/sensu-go/5.0.1/sensu-go-5.0.1-windows-amd64.tar.gz

Invoke-WebRequest https://s3-us-west-2.amazonaws.com/sensu.io/sensu-

go/5.0.1/sensu-go-5.0.1l-windows—amdé64.tar.gz -OutFile

C:\Users\Administrator\sensu-go-5.0.1l-windows-amd64.tar.gz

/erl ify your download using checksums.
macOS
Download the latest release. See the verifying Sensu guide to verify your download using checksums.

curl -LO https://s3-us-west-2.amazonaws.com/sensu.io/sensu-go/5.0.1/sensu-go-

5.0.1-darwin-amdé64.tar.gz

T

Extract the archive,
tar -xvf sensu-go-5.0.l-darwin-amdé64.tar.gz

Copy the executable into your PATH.

sudo cp bin/sensuctl /usr/local/bin/

2. Configure sensuctl

You must configure sensuctl before it can connect to Sensu Go.Run

started.

$ sensuctl configure

? Sensu Backend URL: http://127.0.0.1:8080
? Username: admin

? Password: ***xkokokokx

? Namespace: default

sensuctl configure

oNel=)
0O ¢

- <

,,,,,



? Preferred output format: tabular

By default, your Sensu installation comes with a user named admin with pags,/vord P@sswOrd! Ve

strongly rccommended that you change the passw ’Wl immediatelyDnce authenticated, you can
change the password using the change-password (;or"“wr"ma"wd

$ sensuctl user change-password --interactive
? Current Password: *x*xxxxxxk
? Password: KR KKK KK

? Confirm: %ok ok ok ok ok kK ok

You can change individual values of your sensuctl configuration with the  eonfig subcommand.

sensuctl config set-namespace default

See the sensuctl reference for more information about using sensuctl

Next steps

Now that vou've installe

0 See the sensuctl quick reference

0 Create a monitoring event pipeline

Deploy Sensu with Docker

Sensu Go can be run via Docker or rkt using the sensu/sensu image. When running Sensu from

Docker there are a couple of things to take into consideration.
The backend requires four exposed ports and persistent storage. This example uses a s

filesystem. Sensu Go is backed by a distributed database, and its storage should be provisioned
a(:;cordmgg/. We recormmend local storage or something like Throughput Optimized or Provisioned

|IOPS EBS if local storage is unavailable. The exposed F)Offf} are:


https://www.docker.com/
https://coreos.com/rkt
https://hub.docker.com/r/sensu/sensu/

0 2380: Sensu storage peer listener (only other Sensu backends neec s to this por

[J 3000: Sensu dashboard

0 8080: Sensu API (all users need access to this port)
00 8081 Agent API (all agents need access to this port)

ds and Sensu agents. The Sensu
runtime

s locally for eact ,
er and mutator. This storage s

ensu backend will cache

hould be unique per senst

Start a Sensu backend

docker run -v /var/lib/sensu:/var/lib/sensu -d --name sensu-backend -p 2380:2380
\
-p 3000:3000 -p 8080:8080 -p 8081:8081 sensu/sensu:latest sensu-backend start

Start a Sensu agent

se, were s’star'tmsé an ager s an examplelhis

yourdomain.com. you

another host named senst

1at the Sensu «

> running these Ac;w:':a\&\:y on M same s Hw aod --link sensu-backend (O yOUr DoCker
arguments, and change the backend UFR

L0 --backend-url ws://sensu-backend:8081 .

docker run -v /var/lib/sensu:/var/lib/sensu -d --name sensu-agent \
sensu/sensu:latest sensu-agent start —--backend-url
ws://sensu.yourdomain.com:8081 \

--subscriptions webserver, system --cache-dir /var/lib/sensu

NOTE: You can configure the backend and agent log levels by using the --log-level flag
on either process. Log levels include panic, fatal , error, warn, info, and debug,
defaulting to warn .

sensuctl and Docker



It's best to run sensuctl locally and point it at the exposed API port for your the Sensu backend @he

sensuctl utility stores configuration locally, and you'll likely want to persist it across usesBVhile it can
be run from the docker container, doing so may be problematic.
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Supported platforms

Sensu backend

Sensu backend is available for 64-bit LinuxBee the backend installation guide for more

he

Nnformation

Platform &

Version

CentOS/RHEL 5

CentOS/RHEL 6

CentOS/RHEL 7

Ubuntu 16.04

Ubuntu 1810

1igent is available for Linux and Windows Bee the  agent installation guide for more

e Sensu ¢

iNnformation.

Platform &

Version



https://docs.sensu.io/sensu-go/5.7/installation/platforms/
https://docs.sensu.io/

CentOSs 5/RHE]

CentOS 7/RHEI

Ubuntu 16.04

Upbuntu 18.04

Ubuntu 1810

Nindows Server

008 R2 and later

Sensuctl command-line tool

Platform &
Version




P

About Sensu

The Sensu monitoring event pipeline empowers businesses to automate their monitoring workflows and gain
deep visibility into their multi-cloud infrastructure, from Kubernetes to bare metal. Cornpanies like Sony, Box.com
and Activision rely on Sensu to help deliver value faster, at scale.

Navigation

Products
Sensu Core
Sensu Enterprise
Solutions
For Containers
For Cloud
For Nagios

Pricing

o

Made with #monitoringlove by Sensu, Inc. © 2013-2019


https://twitter.com/hashtag/monitoringlove
https://sensu.io/products
https://sensu.io/products/core
https://sensu.io/products/enterprise
https://sensu.io/solutions
https://sensu.io/solutions/container-monitoring
https://sensu.io/solutions/cloud-monitoring
https://sensu.io/solutions/nagios-alternative
https://sensu.io/pricing

| Sensu Docs

g documentation for an clder or pre-release version of Sensu Go. Click here for the latest,

Installing Sensu Plugins

Sensu’s functionality can be extended through the use of plugins Blugins can provide executables for
performing status or metric checks, mutators for changing data to a desired format, or handlers for
performing an action on a Sensu event.

Installing plugins using Bonsai, the Sensu asset index

Assets are shareable, reusable packages that make it easy to deploy Sensu pluginsBou can use

workflows lisit Bonsai to discover, download, and share assets, and get started with these helpful

resources.

0 Bonsai. the Sensu asset index

0 Installing plugins with assets

0 Sharing assets on Bonsai

Installing plugins using the sensu-install tool

You can find a number of plugins in the Sensu Pluging organization on GitHub.

NOTE: Plugins found in the Sensu Plugins GitHub organization are community-maintained,
meaning that anyone can improve on a plugin found there. If you have a question about
how you can get involved in adding to, or providing a plugin, head to the Sensu
Community Slack channel. Maintainers are always happy to help answer questions and
point you in the right direction.

To install a Sensu Community Plugin with Sensu Go:

1. Install the sensu-plugins-ruby package from packagecloud.


https://bonsai.sensu.io/
https://bonsai.sensu.io/
https://github.com/sensu-plugins
https://slack.sensu.io/
https://slack.sensu.io/
https://github.com/sensu-plugins
https://packagecloud.io/sensu/community
https://docs.sensu.io/sensu-go/5.7/installation/plugins/
https://docs.sensu.io/

2. Usethe sensu-install command to install any plugins in the Sensu Plugins organization
on GitHub by repository name. Plugins are installed into

/opt/sensu-plugins-ruby/embedded/bin

sensu-install --help

Usage: sensu-install [options]

-h, --help Display this message

-v, —--verbose Enable verbose logging

-p, --plugin PLUGIN Install a Sensu PLUGIN

-P, --plugins PLUGIN[, PLUGIN] PLUGIN or comma-delimited list of Sensu

plugins to install

-e, ——extension EXTENSION Install a Sensu EXTENSION

-E, --extensions EXTENSION[,EXT] EXTENSION or comma-delimited list of Sensu
extensions to install

-s, —--source SOURCE Install Sensu plugins and extensions from a
custom SOURCE

-c, --clean Clean up (remove) other installed versions
of the plugin(s) and/or extension(s)

-x, —--proxy PROXY Install Sensu plugins and extensions via a

PROXY URL

.

For example, to install the Sensu Disk C

hecks Plugin:

sudo sensu-install -p disk-checks

- ~

[0 install a specific version of the Sensu Disk Checks Plugin with sensu-install , run:

sudo sensu-install -p 'sensu-plugins-disk-checks:3.1.0'

We strongly

o

ommend using a configuration mar

>ment tool or using Sensu as

versions of any plugins installed in production.

NOTE: Sensu Go is compatible with all check executables in the Sensu Plugins
organization. Handler and mutator executables are not yet compatible with Sensu Go.


https://github.com/sensu-plugins
https://github.com/sensu-plugins
https://github.com/sensu-plugins/sensu-plugins-disk-checks
https://github.com/sensu-plugins/sensu-plugins-disk-checks
https://github.com/sensu-plugins
https://github.com/sensu-plugins
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Hardware requirements

0 Sensu backend reguirements

0 Sensu agent requirements

0 Networking recornmendations

0 Cloud recommmendations

Sensu backend

Backend minimum requirements

The following configuration is the minimum required to run the Sensu backend, however 1t is
insufficient for production use Bee the recommended configuration for production
recommenaations.

0 64-bit Intel or AMD CPU

0 4 GB RAM

O 4 GB free disk space

0 10 mbps network link
Backend recommended configuration
The following configuration is recommmended as a baseline for production use to ensure a good user
and operatorBxperience. Using additionalllesources (even over-provisioning) further improves stability

andBcalability.

0 64 bit 4-core Intel or AMD CPU


https://docs.sensu.io/sensu-go/5.7/installation/recommended-hardware/
https://docs.sensu.io/

0 8 GB RAM
0 SSD (NVMe or SATA3)

O Gigabit ethernet

The Sensu backend is typically CPU and storage intensive. In general, its use offhese resources scales
linearly with the total number offihecks executed by all Sensu agents connecting to th@ backend.

The Sensu backend is a massively parallel application that can scale tony number of CPU cores.
Provision roughly 1 CPU core for ~vcw 50Bhecks per second ('\W’:ludmg agent keepalives) Most
installations are fine with 4 CPU cores, but larger installationsBnay find that additional CPU cores (8+)
are necessary.

\_)

nave twice as manyBustained disk IOPS & you expect to Nave events per second. Dontbreet to
include agent keepalives in this calculation; each agentBublishes a keepalive every 20 seconds. For
example, in a cluster of 100 agents lou can expect those agemtg to consume 10 write IOPS for

keepalives.

Fvery executed Sensu check results in storage writes. Whenprovisioning storage, a good guideline is to

The Sensu backend uses a relatively modest amount of RAM under mostBircumstances. Larger
production deployments use a larger amountBf RAM (8+ GB).

Sensu agent

Agent minimum requirements

The following configuration is the minimum required to run the Sensu agent, however it is insufficient
for production useBee the recommended configuration for production recornmendations.

0 386, amdo4, or ARM CPU (@armvb minimum)
0 128 MB RAM
0 10 mbps network link

Agent recommended configuration

The following configuration is recommmended as a baseline for production use to ensure a good user



0 64 bit 4-core Intel or AMD CPU
0 512 MB RAM

0 Gigabit ethernet

ont, and should be able to runBn all but the
onsible for executing checks, factor the agent’s

NsuU agent itself
hardware. Howeve

s quite lig
1ce the agent i
responsibilitieshto you h;a’:::lv\/;—are ol

oning

Networking recommendations

Agent connections

Sensu uses WebSockets for cormmunication between the agent and backend Bl communication
occurs over a single TCP socket.

It's recommended that users connect backends and agemta via
reliable network link should work (e.g.l]\/u i and 4G). If
A better network link betwe

Cloud recommendations

AWS

The recommended EC2 instance type and size for Sensu backends runningBrmbedded eted is
M5d.xlarge_ 'hedvod instance providesB vCPU, 16 GB of RAM, up to 10 Gb
and a 1500IVMe SSD 1ed to the instance host (optimal for sustainedBisk IOPS).

ps network connectivity,



https://aws.amazon.com/ec2/instance-types/m5/
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Upgrading Sensu

0 Upgrading from 500 or later

0 Upgrading from 1x or [ater

Upgrading to the latest version of Sensu Go from
5.0.0 or later

[0 upgrade to the latest version of Sensu Go from version 50.0 or later, first  [nstall the [atest
hackages.

Then restart the services.

NOTE: For systems using systemd , run sudo systemctl daemon-reload before restarting
the services.

# Restart the Sensu agent

sudo service sensu-agent restart

# Restart the Sensu backend

sudo service sensu-backend restart

You can use the wersion command to determine the installed version using the sensu-agent |

sensu-backend . 2N0J sensuctl [OOlS FOr example. sensu-backend version .

Migrating to Sensu Go from Sensu Core 1.x


https://docs.sensu.io/sensu-go/5.7/installation/upgrade/
https://docs.sensu.io/

This guide provides general information for migrating your Sensu instance from Sensu Caore 1x to
Sensu Go 5.0Hor instructions and tools to help you translate your Sensu configuration from Sensu
Core 1x to Sensu Go, see the following resources.

0 Sensu translator project

0 Jef Spaleta - Check configuration upgrades with the Sensu Go sandbox

Sensu Go includes important changes to all parts of Sensu: architecture, installation, resource
definitions, event data model, check dependencies, filter evaluation, and more Bensu Go also includes
a lot of powerful features to make monitoring easier to build, scale, and offer as a self-service tool to
your internal customers.

0 Packaging
0 Architecture
0 Entities

0 Checks

O Events

0 Handlers

O Elters

[] Assets

[J Role-based access control

0 Silencing

[ Token substitution

0 Aggdregates
0 AP

00 Custom aftributes

Packaging

Sensu is now provided as three packages: sensu-go-backend, sensu-go-agent, and sensu-go-cli
(sensuctl)mhis results in a fundamental change in Sensu terminology from Sensu Core 1x: the server
is now the backend; the client is now the agentllo learn more about new terminology in Sensu Go,
see the glossary.


https://docs.sensu.io/sensu-core/1.6/
https://github.com/sensu/sensu-translator
https://blog.sensu.io/check-configuration-upgrades-with-the-sensu-go-sandbox

Architecture

The external RabbitMQ transport and Redis datastore in Sensu Core 1x have been replaced with an
embedded transport and etcd datastore in Sensu Gollhe Sensu backend and agent are configured
using YAML files or using the sensu-backend Or sensu-agent CcOmmMand-line tools, instead of
using JSON filesBensu checks and pipeline elements are now configured via the API or sensuctl tool
instead of JSON files Bee the backend, agent, and sensuctl reference docs for more information.

Entities

‘Clients” are now represented within Sensu Go as abstract “entities” that can describe a wider range
of system components (network gear, web server, cloud resource, etc JHntities include “agent entities”
(entities running a Sensu agent) and familiar “proxy entities’Bee the entity reference and the guide to
monitoring external resources for more information.

Checks

Standalone checks are no longer supported in Sensu Go, although similar functionality can be
achieved using role-based access control. assets._and entity subscriptions Dhere are also a few
changes to check definitions to be aware of The stdin check attribute is no longer supported in
Sensu Go, and Sensu Go Nno longer tries to run a ‘default” handler when executing a check without a
specified handler. Additionally, round-robin subscriptions and check subdues are not yet available in

Sensu Go.

Check hooks are now a resource type in Sensu Go, meaning that hooks can be created, managed,
and reused independently of check definitionsHou can also execute multiple hooks for any given
response code.

Events

All check results are now considered events and are processed by event handlersBou can use the
ouilt-in incidents filter to recreate the Sensu Core 1x behavior in which only check results with a non
zero status are considered events.

Handlers

Transport handlers are no longer supported by Sensu Go, but you can create similar functionality


https://github.com/etcd-io/etcd/tree/master/Documentation
https://blog.sensu.io/self-service-monitoring-checks-in-sensu-go
https://blog.sensu.io/self-service-monitoring-checks-in-sensu-go

using a pipe handler that connects to a message bus and injects event data into a queue.

Filters

Rbby eval logic has been replaced with \,JavaSCr'pt expressions in Sensu Go, opening up powerful

bossibilities to filter events based on occurrences and other event attributes.Bs a result, the built-in
occurrences filter in Sensu Core 1x is not provided in Sensu Go, but you can replicate its functionality

using this filter definition Bensu Go includes Lhree new built-in ﬁ;ers: only-incidents, only-metrics, and
allow-silencing Bensu Go does not yet include a built-in check dependencies filter or a filter-when
feature.

Assets

The sensu-install tool has been replaced in Sensu Go by assets, shareable, reusable packages that
make it easy to deploy Sensu pu@jms Eensu Plugins in Ruby can still be installed via sensu-install by
installing sensu-plugins-ruby: see the installing plugins guide for more information.

b\_)\

Role-based access control

Role-based access control (RBAC) is a built-in feature of the open-source version of Sensu GoBBAC
allows management and access of users and resources based on namespaces, groups, roles, and
pindingsllo learn more about setting up RBAC in Sensu Go, see the RBAC r@ﬁxm > and the Q’u'\do to
creating a read-only user.

Silencing

Silencing is now disabled by default in Sensu Go and must be enabled explicitly using the built-in
not silenced [lfer

Token substitution

The syntax for using token substitution has changed from using triple colons to using double
braces.

curly

Aggregates


https://github.com/sensu-plugins
https://packagecloud.io/sensu/community

Sensu Go does not yet support check aggregates.

API

In addition to the changes to resource definitions, Sensu G
AP| overview for more information.

Jes a new, versioned AP| See the

Custom attributes

Custom check attributes are no longer supported in Sensu Gohstead, Sensu Go provides the ability
0 add custom labels and annotations to entities, checks, assets, hooks, filters, mutators, handlers,
and silencing entries Bee the metadata attributes section in the reference (JJU nentation for more
information about using labels and annotations (for example: ’WPLJJ“@ attributes for entities

).
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Verifying Sensu downloads

All Platforms U

Sensu tar archives are available for Linux, Windows, and macOSBee the installation guide for more
information.

You can verify a Sensu download using SHA-512 checksums.

Windows

Download Sensu for Windows.

Invoke-WebRequest https://s3-us-west-2.amazonaws.com/sensu.io/sensu-
go/5.0.1/sensu-go-5.0.1-windows—-amd64.tar.gz -OutFile "S$env:userprofile\sensu-

go-5.0.1-windows—-amd64.tar.gz"

Generate a SHA-512 checksum for the downloaded artifact

Get-FileHash "S$env:userprofile\sensu-go-5.0.1-windows-amd64.tar.gz" -Algorithm

SHA512 | Format-List

The result should match (with the exception of capitalization) the output from the following
commands.

Invoke-WebRequest https://s3-us-west-2.amazonaws.com/sensu.io/sensu-

go/5.0.1/sensu-go-5.0.1l-windows-amdé64.shab51l2sum -OutFile "S$env:userprofile\sensu-


https://docs.sensu.io/sensu-go/5.7/installation/verify/
https://docs.sensu.io/

go-5.0.1-windows-amd64.sha512sum"

Get-Content "S$env:userprofile\sensu-go-5.0.1-windows—-amd64.sha512sum"

curl -LO https://s3-us-west-2.amazonaws.com/sensu.io/sensu-go/5.0.1/sensu-go-

5.0.1-darwin-amd64.tar.gz

shasum -a 512 sensu-go-5.0.l-darwin-amd64.tar.gz

result should match the output from the following cormmand.

curl -LO https://s3-us-west-2.amazonaws.com/sensu.io/sensu-go/5.0.1/sensu-go-

5.0.1-darwin-amd64.sha512sum && cat sensu-go-5.0.l-darwin-amd64.sha512sum

P
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Supported versions

ures and fixes Bee the

Sensu supports the latest versions of official distributions, including packa

distributions, and Docker imageso learn more about Sensu support and licensing

started guide

version release date end of support date

e
).
O.\J |,

5.7.0 (docs) M

SN (AAare)
O0.0.U (UOCS)

Supported

55. Supported
b5b. April 4 2019

Februarvy 112019 Not recommended

Februarvy 7. 2019 Not recommended

January 24 2019 Not recommended

December 19, Not recommended



https://docs.sensu.io/sensu-go/latest/installation/upgrade
https://docs.sensu.io/sensu-go/5.0/installation/enterprise
https://docs.sensu.io/sensu-go/5.0/installation/enterprise
https://docs.sensu.io/sensu-go/5.8
https://docs.sensu.io/sensu-go/5.7
https://docs.sensu.io/sensu-go/5.7/release-notes/#5-7-0-release-notes
https://docs.sensu.io/sensu-go/5.6
https://docs.sensu.io/sensu-go/5.6/release-notes/#5-6-0-release-notes
https://docs.sensu.io/sensu-go/5.5
https://docs.sensu.io/sensu-go/5.5/release-notes/#5-5-1-release-notes
https://docs.sensu.io/sensu-go/5.5
https://docs.sensu.io/sensu-go/5.5/release-notes/#5-5-0-release-notes
https://docs.sensu.io/sensu-go/5.4
https://docs.sensu.io/sensu-go/5.4/release-notes/#5-4-0-release-notes
https://docs.sensu.io/sensu-go/5.3
https://docs.sensu.io/sensu-go/5.3/release-notes/#5-3-0-release-notes
https://docs.sensu.io/sensu-go/5.2
https://docs.sensu.io/sensu-go/5.2/release-notes/#5-2-1-release-notes
https://docs.sensu.io/sensu-go/5.2
https://docs.sensu.io/sensu-go/5.2/release-notes/#5-2-0-release-notes
https://docs.sensu.io/sensu-go/5.1
https://docs.sensu.io/sensu-go/5.1/release-notes/#5-1-1-release-notes
https://docs.sensu.io/sensu-go/5.1
https://docs.sensu.io/sensu-go/5.1/release-notes/#5-1-0-release-notes
https://docs.sensu.io/sensu-go/5.1/release-notes/#5-1-0-release-notes
https://docs.sensu.io/sensu-go/5.7/installation/versions/
https://docs.sensu.io/

Not recommended

) (docs) December 5, 2018 Not re

ymMmended

\w
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How to aggregate metrics with the Sensu
StatsD listener

What is StatsD?

StatsD, originating from the daemon written by Ftsy is a daemon, toollBnd protocol that can be used
to send, collect, and aggregate custorm metricsBervices that implement StatsD typically expose UDP
port 8125 to receive metricsBeeording to the line protocol  <metricname>:<value>|<type> .

Why use StatsD?

StatsD allows you to measure anything and everything. You can monitorBpp
collecting custom metrics in your code and sendinghem to a StatsD server or you can monitor
system levels of CPU, I/O, networkBtc. with collection daemons. The metrics that StatsD aggregates
can be fed tobnultiple different backends to store or visualize the data.

ication performance by

How does Sensu implement StatsD?

Sensu Implements a StatsD listener on its agents. Each sensu-agent Ostens on the default port
8125 for UDP messages which follow the StatsD lineBrotocol. StatsD aggregates the metrics, and
sensu translates them to Sensulinetrics and events to be passed to the event pipeline. The listener is
configurable (see Configuring the StatsD listener)Bnd can be accessed with the netcat utility

command:

echo 'abc.def.g:10|c' | nc -wl -u localhost 8125


https://github.com/etsy/statsd/
https://docs.sensu.io/sensu-go/5.7/guides/aggregate-metrics-statsd/
https://docs.sensu.io/

ived through the StatsD listener are not stored in etcd, soll is important to configure an

NOTE: On Windows machines running Sensu, the StatsD UDP port is not supported,Bather
the TCP port is exposed.

Configuring the StatsD listener

The Sensu StatsD Server is configured at the start-up of a2 sensu-agent . [

configure the even ors, flush interval, address Bnd port:
--statsd-disable disables the statsd listener and metrics
server
--statsd-event-handlers stringSlice comma-delimited list of event handlers for
statsd metrics
--statsd-flush-interval int number of seconds between statsd flush
(default 10)
--statsd-metrics-host string address used for the statsd metrics server
(default "127.0.0.1")
--statsd-metrics-port int port used for the statsd metrics server
(default 8125)

For example:
sensu-agent start --statsd-event-handlers influx-db --statsd-flush-interval 1 --
statsd-metrics-host "123.4.5.6" --statsd-metrics-port 8125

Next steps

Now that you know how to fee O Sensu, check out the followingiesources to learn

how to handle those metrics:

0 Read the handlers reference for in-depth documentation on handlers.

0 Read the

xDB handler guide for instructions on Sensu's built-inBnetric handler.
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How to run a Sensu cluster

0 What is a Sensu cluster?

0 Why use clustering?

0 Confisuring a cluster

0 Adding sensu agents to the cluster

0 Managing cluster members

0 Security

0 Client-to-server transport security with HTTPS

0 Client-fo-server guthentication with HTTPS client certificates

[0 Peer communication authentication with HTTPS client certificates

0 Sensu agent with HTTPS

0 Using an external etcd cluster

0 Troubleshooting

What is a Sensu cluster?

A Sensu cluster is a group of at least three sensu-backend nodes, each connected to a shared eted
cluster, using Sensu's embedded etcd or an external etcd cluster. Creating a Sensu cluster ultimately
configures an etcd cluster.

Why use clustering?


https://coreos.com/etcd/docs/latest/v2/admin_guide.html#optimal-cluster-size
https://coreos.com/etcd/docs/latest/v2/clustering.html
https://docs.sensu.io/sensu-go/5.7/guides/clustering/
https://docs.sensu.io/

Clustering is Ir WWT Nt to make Sensu more highly available, reliable, and durable. It will help you
cope with the loss of a backen i no j prevent data \‘ ss, and distribute the network load of agents.

NOTE: We recommend using a load balancer to evenly distribute agent connections
across the cluster.

Configuring a cluster

The sensu-backend arguments for its store mirror the etcd cor T\b Jration flags, however the Sensu

flags are

or t

prefixed with eted . For more detailed descriptions of the different arguments, you can
0 the eted docs or the Sensu backend referenc

\

You can configure a Sensu cluster in a couple different ways (we'll show you a few below) but it's
recommmended to adhere to some etcd cluster guidelines as well.

The recommended etcd cluster size is 3, 5 or 7, which is decided by the fault
tolerance requirement. A 7-member cluster can provide enough fault tolerance in
most cases. While a larger cluster provides better fault tolerance, the write
performance reduces since data needs to be replicated to more machines. It is
recommended to have an odd number of members in a cluster. Having an odd
cluster size doesn’t change the number needed for majority, but you gain a higher
tolerance for failure by adding the extra member (Core OS).

We also recommend using stable platforms to support your etcd instances (see gtcds supported

Docker

If youd prefer to stand up your Sensu cluster within Docker containers, check out the Sensu Go

docker configuration. This configuration defines three sensu-backend containers and thre
Nt containe

Traditional computer instance

NOTE: The remainder of this guide uses on disk configuration. If you are using an
ephemeral computer instance, you can use sensu-backend start --help to see examples
of etcd command line flags. The configuration file entries below translate to sensu-
backend flags.


https://coreos.com/etcd/docs/latest/v2/configuration.html
https://coreos.com/etcd/docs/latest/
https://coreos.com/etcd/docs/latest/op-guide/supported-platform.html
https://coreos.com/etcd/docs/latest/op-guide/supported-platform.html
https://github.com/sensu/sensu-go/blob/master/docker-compose.yaml

Sensu backend configuration

Below are example configuration snippets from /ete/sensu/backend.yml usSiNg a three node
cluster The nodes are named backend-1 , backend-2 and backend-3 with [P addresses
10.0.0.1, 10.0.0.2 and 10.0.0.3 , respectively.

NOTE: This backend configuration assumes you have set up and installed the sensu-
backend on all the nodes used in your cluster. You can use our installation and
configuration guide guide if you have not done so.

backend-1

##

# store configuration for backend-1/10.0.0.1

##

etcd-advertise-client-urls: "http://10.0.0.1:2379"
etcd-listen-client-urls: "http://10.0.0.1:2379"
etcd-listen-peer-urls: "http://0.0.0.0:2380"
etcd-initial-cluster: "backend-1=http://10.0.0.1:2380,backend-
2=http://10.0.0.2:2380,backend-3=http://10.0.0.3:2380"
etcd-initial-advertise-peer-urls: "http://10.0.0.1:2380"
etcd-initial-cluster-state: "new"
etcd-initial-cluster-token: ""

etcd-name: "backend-1"

backend-2

##

# store configuration for backend-2/10.0.0.2

##

etcd-advertise-client-urls: "http://10.0.0.2:2379"
etcd-listen-client-urls: "http://10.0.0.2:2379"
etcd-listen-peer-urls: "http://0.0.0.0:2380"
etcd-initial-cluster: "backend-1=http://10.0.0.1:2380,backend-
2=http://10.0.0.2:2380,backend-3=http://10.0.0.3:2380"
etcd-initial-advertise-peer-urls: "http://10.0.0.2:2380"



"

etcd-initial-cluster-state: "new

nmn

etcd-initial-cluster-token:

etcd-name: "backend-2"

backend-3

#i#

# store configuration for backend-3/10.0.0.3

##

etcd-advertise-client-urls: "http://10.0.0.3:2379"
etcd-listen-client-urls: "http://10.0.0.3:2379"
etcd-listen-peer-urls: "http://0.0.0.0:2380"
etcd-initial-cluster: "backend-1l=http://10.0.0.1:2380,backend-
2=http://10.0.0.2:2380,backend-3=http://10.0.0.3:2380"
etcd-initial-advertise-peer-urls: "http://10.0.0.3:2380"
etcd-initial-cluster-state: "new"
etcd-initial-cluster-token: ""

etcd-name: "backend-3"

Once each node has the configuration described above, start each sensu-backend:

sudo systemctl start sensu-backend

Adding sensu agents to the cluster

Fach Sensu agent should have the following entries in /ete/sensu/agent.yml tO ensure they are

re of all cluster members. This allows the agent to reconnect to a working backend in the

scenrio where the one it is currently connected to goes into an unhealthy state.

##
# backend-url configuration for all agents connecting to cluster over ws

##

backend-url:



- "ws://10.0.0.1:8081"
- "ws://10.0.0.2:8081"
- "ws://10.0.0.3:8081"

Sensuctl

Sensuctl has several commands to

sensuctl cluster -h (O ac

Cluster health

Get cluster health status and etcd alarm information.

sensuctl cluster health

ID Name Error Healthy
a32e8t613b529ad4 backend-1 true
¢3d9f4b8d0ddlac9 backend-2 dial tcp 10.0.0.2:2379: connect: connection refused false
c8f63ae435a5e6bf backend-3 true

Add a cluster member

Add a new men

ber node to an existing cluster.

sensuctl cluster member-add backend-4 https://10.0.0.4:2380

added member 2f7aed42c315f8c2d to cluster



ETCD NAME="backend-4"

ETCD INITIAL CLUSTER="backend-4=https://10.0.0.4:2380,backend-
l=https://10.0.0.1:2380,backend-2=https://10.0.0.2:2380,backend-
3=https://10.0.0.3:2380"

ETCD_INITIAL_CLUSTER_STATE="eXiSting"

List cluster members

List the ID, name, peer urls, and client urls of all nodes in a cluster

sensuctl cluster member-list

ID Name Peer URLs Client URLs

a32e8f613b529ad4 backend-1 https://10.0.0.1:2380  https://10.0.0.1:2379
¢3d9f4b8d0ddlac9 backend-2 https://10.0.0.2:2380  https://10.0.0.2:2379
c8f63ae435a5e6bf backend-3 https://10.0.0.3:2380  https://10.0.0.3:2379
2f7ae42c¢315f8c2d backend-4 https://10.0.0.4:2380  https://10.0.0.4:2379

Remove a cluster member

Rermove a faulty or decommissioned member node from a cluster.

sensuctl cluster member-remove 2f7ae42c315f8c2d

Removed member 2f7ae42c315f8c2d from cluster

Update a cluster member

Update the peer URLs of a member in a cluster.

sensuctl cluster member-update c8f63aed435a5e6bf https://10.0.0.4:2380



Updated member with ID c8f63aed435a5e6bf in cluster

Security

Creating self-signed certificates

We will use the cfssl tool to generate our self-signed certificates
The first step Is to create a Certificate Authorlty (CA) . In order to V~~r> things simple, we will
generate all our clients and peer certificates using this CA, bm, you might eventually want to create
Qistinct CA.

echo '"{"CN":"CA","key":{"algo":"rsa","size":2048}}"'" | cfssl gencert -initca - |

cfssljson -bare ca -
echo '"{"signing":{"default":{"expiry":"43800h","usages":["signing", "key

encipherment", "server auth","client auth"]}}}' > ca-config.json

Ising that CA, we can generate certificates and keys for each peer (backend server)

) L)

for each backend.

export ADDRESS=10.0.0.1,backend-1

export NAME=backend-1

echo '"{"CN":"'SNAME'","hosts":[""],"key":{"algo":"rsa","size":2048}}"' | cfssl
gencert -config=ca-config.json -ca=ca.pem -ca-key=ca-key.pem -hostname="SADDRESS"

-profile=peer - | cfssljson -bare S$SNAME

export ADDRESS=10.0.0.2,backend-2

export NAME=backend-2

echo '"{"CN":"'SNAME'", "hosts":[""],"key":{"algo":"rsa","size":2048}}"' | cfssl
gencert -config=ca-config.json -ca=ca.pem -ca-key=ca-key.pem -hostname="SADDRESS"

-profile=peer - | cfssljson -bare S$NAME

export ADDRESS=10.0.0.3,backend-3

Sifying thelr Common Name (CN) cnd therr hosts. A *.pem, *.csr and *.pem will be created


https://github.com/cloudflare/cfssl

export NAME=backend-3
echo "{"CN":"'SNAME'","hosts":[""],"key":{"algo":"rsa","size":2048}}"' | cfssl
gencert -config=ca-config.json -ca=ca.pem -ca-key=ca-key.pem -hostname="SADDRESS"

-profile=peer - | cfssljson -bare SNAME

We will also create generate a client certificate that can be used by clients to connect to the etcd

client URL. This time, we don't need to specify an address but simply 2 Common Name (CN) (here

client ) The files client-key.pem . client.csr and client.pem Wil De created

export NAME=client
echo '"{"CN":"'SNAME'", "hosts":[""],"key":{"algo":"rsa","size":2048}}"' | cfssl
gencert -config=ca-config.json -ca=ca.pem -ca-key=ca-key.pem -hostname=""

profile=client - | cfssljson -bare S$SNAME

cd's guide to generating self signed certificates for detailed instructions.

Once done, you should have the following files created. The *.esr files will not be used in this guide.

backend-1-key.pem
backend-1.csr
backend-1.pem
backend-2-key.pem
backend-2.csr
backend-2.pem
backend-3-key.pem
backend-3.csr
backend-3.pem
ca-config.json
ca-key.pem

ca.csr

ca.pem
client-key.pem
client.csr

client.pem


https://coreos.com/os/docs/latest/generate-self-signed-certificates.html

Client-to-server transport security with HTTPS

Below are example configuration snippets from  /ete/sensu/backend.yml ON three Sensu
Dackends narmed backend-1 ., backend-2 aNd backend-3 Jresses 10.0.0.1
10.0.0.2 and 10.0.0.3 ' s umes that your client certificates are in

/etc/sensu/certs/ and your

> configuration

##
# etcd peer ssl configuration for backend-1/10.0.0.1

##

etcd-peer-cert-file: "/etc/sensu/certs/backend-1.pem"

etcd-peer-key-file: "/etc/sensu/certs/backend-1-key.pem"

etcd-peer-trusted-ca-file: "/usr/local/share/ca-certificates/sensu/ca.pem"
##

# etcd peer ssl configuration for backend-2/10.0.0.2

##

etcd-peer-cert-file: "/etc/sensu/certs/backend-2.pem"

etcd-peer-key-file: "/etc/sensu/certs/backend-2-key.pem"

etcd-peer-trusted-ca-file: "/usr/local/share/ca-certificates/sensu/ca.pem"
##

# etcd peer ssl configuration for backend-3/10.0.0.3

##

etcd-peer-cert-file: "/etc/sensu/certs/backend-3.pem"
etcd-peer-key-file: "/etc/sensu/certs/backend-3-key.pem"

etcd-peer-trusted-ca-file: "/usr/local/share/ca-certificates/sensu/ca.pem"

alidating with curl:

curl --cacert /usr/local/share/ca-certificates/sensu/ca.pem \

https://127.0.0.1:2379/v2/keys/foo -XPUT -d value=bar



Client-to-server authentication with HTTPS client certificates

E/\
2y
Dlws

Qo

lalidating with curl, with a different certificate and key:

low are example configuration snippets from  /ete/sensu/backend.yml On three Sensu
backends
10.0.0.2 and 10.0.0.3 ree

/etc/sensu/certs/ dnd Yol

10.0.0.1,

sumes your client certificates are in

aMed backend-1 . backend-2 4N0 backend-3 Wi P addres

> configuration

/usr/local/share/ca-certificates/sensu/ .

##
# etcd peer ssl configuration for backend-1/10.0.0.1

##

etcd-peer-cert-file: "/etc/sensu/certs/backend-1.pem"
etcd-peer-key-file: "/etc/sensu/certs/backend-1-key.pem"
etcd-peer-trusted-ca-file: "/usr/local/share/ca-certificates/sensu/ca.pem"

etcd-client-cert-auth: true

##
# etcd peer ssl configuration for backend-2/10.0.0.2

##

etcd-peer-cert-file: "/etc/sensu/certs/backend-2.pem"
etcd-peer-key-file: "/etc/sensu/certs/backend-2-key.pem"
etcd-peer-trusted-ca-file: "/usr/local/share/ca-certificates/sensu/ca.pem"

etcd-client-cert-auth: true

##
# etcd peer ssl configuration for backend-3/10.0.0.3

##

etcd-peer-cert-file: "/etc/sensu/certs/backend-3.pem"
etcd-peer-key-file: "/etc/sensu/certs/backend-3-key.pem"
etcd-peer-trusted-ca-file: "/usr/local/share/ca-certificates/sensu/ca.pem"

etcd-client-cert-auth: true

curl --cacert /usr/local/share/ca-certificates/sensu/ca.pem \

--cert /etc/sensu/certs/client.pem \



--key /etc/sensu/certs/client-key.pem \

-L https://127.0.0.1:2379/v2/keys/foo -XPUT -d value=bar

Peer communication authentication with HTTPS client
certificates

elow are example configuration snippets from /etc/sensu/backend. yml

B
Dockends named backend-1 . backend-2 200 backend-3 wiih [P ¢
10.0.0.2 and 10.0.0.3 & Stivel

ok

NOTE: If you ran through the first part of the guide, you will need to update the store
configuration for all backends to use http s instead of http.

backend-1

##
# store configuration for backend-1/10.0.0.1

##

etcd-listen-client-urls: "https://10.0.0.1:2379"
etcd-listen-peer-urls: "https://0.0.0.0:2380"
etcd-initial-cluster: "backend-l=https://10.0.0.1:2380,backend-
2=https://10.0.0.2:2380,backend-3=https://10.0.0.3:2380"
etcd-initial-advertise-peer-urls: "https://10.0.0.1:2380"
etcd-initial-cluster-state: "new"

etcd-initial-cluster-token: "sensu"

etcd-name: "backend-1"

##
# etcd peer ssl configuration for backend-1/10.0.0.1
##
etcd-peer-cert-file: "/etc/sensu/certs/backend-1.pem"

etcd-peer-key-file: "/etc/sensu/certs/backend-1-key.pem"
etcd-peer-trusted-ca-file: "/usr/local/share/ca-certificates/sensu/ca.pem"

etcd-peer-client-cert-auth: true



backend-2

##
# store configuration for backend-2/10.0.0.2

##

etcd-listen-client-urls: "https://10.0.0.2:2379"
etcd-listen-peer-urls: "https://0.0.0.0:2380"
etcd-initial-cluster: "backend-1l=https://10.0.0.1:2380,backend-
2=https://10.0.0.2:2380,backend-3=https://10.0.0.3:2380"
etcd-initial-advertise-peer-urls: "https://10.0.0.2:2380"
etcd-initial-cluster-state: "new"

etcd-initial-cluster-token: "sensu"

etcd-name: "backend-2"

##
# etcd peer ssl configuration for backend-2/10.0.0.2
##
etcd-peer-cert-file: "/etc/sensu/certs/backend-2.pem"

etcd-peer-key-file: "/etc/sensu/certs/backend-2-key.pem"
etcd-peer-trusted-ca-file: "/usr/local/share/ca-certificates/sensu/ca.pem"

etcd-peer-client-cert-auth: true

backend-3

##
# store configuration for backend-3/10.0.0.3

##

etcd-listen-client-urls: "https://10.0.0.3:2379"
etcd-listen-peer-urls: "https://0.0.0.0:2380"
etcd-initial-cluster: "backend-1l=https://10.0.0.1:2380,backend-
2=https://10.0.0.2:2380,backend-3=https://10.0.0.3:2380"
etcd-initial-advertise-peer-urls: "https://10.0.0.3:2380"
etcd-initial-cluster-state: "new"

etcd-initial-cluster-token: "sensu"

etcd-name: "backend-3"



##
# etcd peer ssl configuration for backend-3/10.0.0.3

#i#

etcd-peer-cert-file: "/etc/sensu/certs/backend-3.pem"
etcd-peer-key-file: "/etc/sensu/certs/backend-3-key.pem"
etcd-peer-trusted-ca-file: "/usr/local/share/ca-certificates/sensu/ca.pem"

etcd-peer-client-cert-auth: true

Sensu agent with HTTPS

Below is a sample configuration for an agent that would connect to the cluster using wss from

/etc/sensu/agent.yml

##

# backend-url configuration for all agents connecting to cluster over wss

##
backend-url:
- "wss://10.0.0.1:8081"

- "wss://10.0.0.2:8081"
- "wss://10.0.0.3:8081"

Using an external etcd cluster

To stand up an external etcd cluster, you can follow etcd's  clustering guide using the same store

configuration

In this example, we will enable client-to-server and pﬁ@‘«i;/ nunication authentication using
ed TLS certificates. Below is how you would start etcd f”' backend-1 from our three node

’i()?”wﬁgtJ’Zﬂﬂ(;?" examp LH above.

etcd \
-—-listen-client-urls "https://10.0.0.1:2379" \


https://coreos.com/etcd/docs/latest/op-guide/clustering.html

—-—advertise-client-urls "https://10.0.0.1:2379" \
--listen-peer-urls "https://10.0.0.1:2380" \
——initial-cluster "backend-1l=https://10.0.0.1:2380,backend-
2=https://10.0.0.2:2380,backend-3=https://10.0.0.3:2380" \
-—initial-advertise-peer-urls "https://10.0.0.1:2380" \

--initial-cluster-state "new" \
--name "backend-1" \
-—trusted-ca-file=./ca.pem \
-—cert-file=. /backend-1.pem \
--key-file=. /backend-1-key.pem \
--client-cert-auth \
--peer-trusted-ca-file=./ca.pem \
-—-peer-cert-file=. /backend-1.pem \
—--peer-key-file=. /backend-1-key.pem \

--peer-client-cert-auth

In order to inform Sensu that you'd like to use this external etcd data so

sensu-backend 2 --no-embed-etcd (O [Ne Original configuratio
certificate created using our CA

sensu-backend start \

-—etcd-trusted-ca-file=./ca.pem \

-—etcd-cert-file=./client.pem \

-—etcd-key-file=./client-key.pem \

-—etcd-advertise-client-
urls=https://10.0.0.1:2379,https://10.0.0.2:2379,https://10.0.0.3:2379 \

--no-embed-etcd

Troubleshooting

Failures modes



https://coreos.com/etcd/docs/latest/op-guide/failures.html

Disaster recovery

> the eted recovery guide for more information.
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How to create a read-only user with RBAC

Sensu role-based access control (RBAC) helps different teams and projects share a Sensu instance.
RBAC allows management and access of users and resources based on namespaces. groups.
roles - d bindings

By default, Sensu includes a default namespace and an admin user with full permissions to
create, modify, and delete resources within Sensu, including RBAC resources like users and roleshis
guide requires a running Sensu backend and a sensuctl instance configured to connect to the
backend as the default admin _user.

Why use RBAC?

RBAC allows you to exercise fine-grained control over how Sensu users interactvith Sensu resources.
Using RBAC rules, you can easily achieve multitenancyBo different projects and teams can share a
>ensu instance.

How to create a read-only user

In this section, you'll create a user and assign them read-only access to resources within the
default namespace using a role and a role binding

1 Create a user with the username alice and assign them to the group ops :

sensuctl user create alice --password='password' --groups=ops

NS

Create a read-only role with get and 1ist permissions for all resources ( * ) within the
default namespace:


https://docs.sensu.io/sensu-go/5.7/guides/create-read-only-user/
https://docs.sensu.io/

sensuctl role create read-only --verb=get,list --resource=* --

namespace=default

SigN the read-only role to the ops group:

reate an ops-read-only role binding to e

sensuctl role-binding create ops-read-only --role=read-only --group=ops

s using the  --user fl

NN the de

ops Sroup Now f ‘esources Wit

sensuctl user . sensuctl role 2Nl sensuctl role-binding

/our RBAC configuration.

How to create a cluster-wide event-reader user

all narmes

cluster role 2nd 2

U want to create a user that nas read-only ac

Since you want this role to have cluster-wide permissions, you'll need to cre

clustér role binding

1 Create a user with the username bob and ac

sensuctl user create bob --password='password' --groups=ops

2. Create a global-event-reader clusterrole with get and 1list permissions for events

across all narmespaces

sensuctl cluster-role create global-event-reader --verb=get,list --

resource=events

Create an ops-event-reader cluster role binding to assign the global-event-reader role

[0 the ops Egroup:

sensuctl cluster-role-binding create ops-event-reader --cluster-

role=global-event-reader --group=ops




Next steps

You now know how to create a user, create a role, and create a role binding to assign a role to a us
From this point, here are some recommended resourc

0 Read the RBAC reference for in-depth documentation on role-based access control,
examples, and information about cluster-wide permissions.
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How to augment event data using check
hooks

What are check hooks?

Check hooks are eommands run Dy the Sensu agent in response to the result of0cheek command
execution. T e Sensu agent executes the appropriateBonfigured hook, depending on the exit status
code (eg,

Why use check hooks?

Check hooks allow Sensu users to automate data collection routinely performed byBperators
investigating monitoring alerts, freeing precious operator time! WhileBheck hooks can be used for
e t of monitoring event data.

rudimentary auto-remediation tasks, thwd intendedbr enrichmen

Using check hooks to gather context

The purpose of this guide is to help you put in place a check hook which capturesthe process tree in

the event that an nginx process Check returns a status of 2 (criticalBot running).

Creating the hook

e first step is to create a new hook that runs a specific cormmmand toBapture the process tree. We
can set an execution timeout of 10 secondsr this command.


https://docs.sensu.io/sensu-go/5.7/guides/enrich-events-with-hooks/
https://docs.sensu.io/

sensuctl hook create process tree \
—-—-command 'ps aux' \

—-—timeout 10

Assigning the hook to a check

Now that the process tree NoOk has been created, it can be as

nginx process type O critical  we

e check command returns a critical status, Sensu executes the process_tree hook

d adds the output to the resulting event data.

sensuctl check set-hooks nginx process \
--type critical \

-—-hooks process tree

Validating the check hook

sINg sensuctl [T
on the

()
(7

You can verify the proper behavior of the check hoc

scheduled

is available in

1d the result sent back to the

entity ar ,
W/thinthe check S

the hooks array

sensuctl event info 1-424242 nginx process --format json

[...]
"check": {
[...]
"hooks": [
{
"config": {
"name": "process tree",
"command": "ps aux",
"timeout": 10,

"namespace": "default"



},
"duration": 0.008713605,
"executed": 1521724622,

"output":

"status": 0

Having confirmed that the hook is attached to our check, we can stopBliginx and observe the check
hook in action on the next checkBxecution. Here we use sensuctl to guery event info and send the

response to gg SO we can isolate the check hook output

sensuctl event info 1-424242 nginx process --format json | jg -r

'.check.hooks[0] .output'’

USER PID %CPU SMEM VSz RSS TTY STAT START TIME COMMAND

root 1 0.0 0.3 46164 6704 2 Ss Nov1l7 0:11
/usr/lib/systemd/systemd --switched-root --system --deserialize 20

root 2 0.0 0.0 0 0 2 S Novl7 0:00 [kthreadd]
root 3 0.0 0.0 0 0 2 S Nov1l7 0:01 [ksoftirqgd/0]
root 7 0.0 0.0 0 0 2 S Novl7 0:01 [migration/0]
root 8 0.0 0.0 0 0 2 S Nov17 0:00 [rcu bh]

root 9 0.0 0.0 0 0 2 S Novl7 0:34 [rcu sched]

Note that the above output, although truncated in the interest ofBrevity, reflects the output of the
ps aux (;:or'm'naﬂd specified in thelh c@k ook we created. Now when we are alerted that Nginx is
not@unning, we can review the check hook output to confirm this was t%eﬂa&;e, without ever firing up

an SSH session to investigate!

Next steps

You now know how to run data collection tasks using check hooks. From this point Bere are some

recomimmended resources:



0 Read the hooks reference for in-depth documentation on hooks.
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How to collect and extract metrics using
Sensu checks

What are Sensu checks?

In short, Sensu checks are eemmands (oOr scripts), executed by the SensuBligent, that output data and
produce an exit code to indicate a state. If you arednfamiliar with checks, or would like to learn how
to configure one first ke a look through the check reference doc and guide before youBontinue.

gl

Extracting metrics from check output

In order to extract metrics from check output, you'll need to do the following:

1. Configure the check ' eemmand such that the command execution outputsinetrics in one of
the supported output metric formats.

N

Configure the check output metric format tO One of thelbupported output metric formats.

0
I

Configure the check output metric_handlers (Optional) to a Sensu hamderthat is equipped

to handle Sensu metrics (see handlers orlinflux-db handler to learn more

You can configure the check with these fields at creation, or use the cormmandsBelow assuming you
nave a check named collect-metrics . N this exampleell be using graphite plaintext format
and sending the metrics to a handlerBamed  influx-db .

sensuctl check set-command collect-metrics collect metrics.sh
sensuctl check set-output-metric-format collect-metrics graphite plaintext

sensuctl check set-output-metric-handlers collect-metrics influx-db


https://docs.sensu.io/sensu-go/5.7/guides/extract-metrics-with-checks/
https://docs.sensu.io/

Supported output metric formats

su currently supports for chec

PING ok - Packet loss = 0%, RTA = 0.80 ms |

percent packet loss=0, rta=0.80

graphite

output_metric_format graphite plaintext

documentation Graphite Plaintex

local.random.diceroll 4 123456789

ormat influxdb line

locumentation INfluxDB [ine Protocol

example
weather, location=us-midwest temperature=82

1465839830100400200


https://assets.nagios.com/downloads/nagioscore/docs/nagioscore/3/en/perfdata.html
http://graphite.readthedocs.io/en/latest/feeding-carbon.html#the-plaintext-protocol
https://docs.influxdata.com/influxdb/v1.4/write_protocols/line_protocol_tutorial/#measurement

output_metric_format opentsdb_line

Jocumentation OpenlSDB Data Specification

sys.cpu.user 1356998400 42.5 host=webserver0l cpu=0

Validating the metrics

event similar to the one below:

"type": "Event",
"api version": "core/v2",
"metadata": {},
"spec": {
"check": {
"metadata": {
"name": "collect-metrics",
"namespace": "default"
b
"command": "collect metrics.sh",
"output": "cpu.idle percentage 61 1525462242\nmem.sys 104448 1525462242",
"output metric format": "graphite plaintext",
"output metric handlers": [

"influx-db"

by


http://opentsdb.net/docs/build/html/user_guide/writing/index.html#data-specification

"metrics": {
"handlers": |
"influx-db"
i
"points": [
{
"name": "cpu.idle percentage",
"value": 61,
"timestamp": 1525462242,
"tags": []
by

"name": "mem.sys"
"value": 104448,
"timestamp": 1525462242,
"tags": []

Next steps

Now you know how to extract metrics from check output! Check out the belowlesources for some
further reading:

0 Read the

lons on now to scr

iNn-depth documentation on handlers.

-db handler guide for instructions on Sensu’s built-inBhetric handle

0 Read
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How to populate InfluxDB metrics using
handlers

What are Sensu handlers?

on N

Sensu event handlers are actions executed by the Sensu server on events M this example, we'll use a
handler to populate a time series database. Iffloure not totally comfortable with handlers yet, check
out the in-depthBuide on handlers firs

Using a handler to populate InfluxDB

The purpose of this guide is to help you populate Sensu metrics into the timeBeries database
InfluxDB. Metrics can be collected from check outputlr from the Sensu StatsD Server.

Registering the asset

Assets are shareable, reusable packages that make it easy to deploy Sensu plugins h this guide, we'll
use the Sensu INfluxDB handler asset to power an  influx-db handler.

You can use the following sensuctl example to register the Sensu InfluxPDB handler asset for Linux
AMDB4, or you can download the latest asset definition for your platform from  Bonsai and register

( D

the assel using sensuctl create --file filename.yml .

sensuctl asset create sensu-influxdb-handler --url "https://github.com/sensu/sensu-i
influxdb-handler 3.1.2 linux amdé64.tar.gz" --sha5l2
"612c6££9928841090c4d23bf20aaf7558e4eed8977a848cf9e2899bb13al3e7540bac2b63e324£39d9


https://github.com/influxdata/influxdb
https://bonsai.sensu.io/assets/sensu/sensu-influxdb-handler
https://bonsai.sensu.io/assets/sensu/sensu-influxdb-handler
https://bonsai.sensu.io/assets/sensu/sensu-influxdb-handler
https://docs.sensu.io/sensu-go/5.7/guides/influx-db-metric-handler/
https://docs.sensu.io/

You should see a confirmation message from sensuctl.

Created

Creating the handler

Now we'll use 1suctl to create a handler ¢ NfluxDB using

led  influx-db thatp svent data
he sensu-influxdb-handler 25se e command below to include your datab:

word Bor more information about the Sensu InfluxDB hane

> narme,

a0l
DA

aress, usernarme, ana Oc er, see the

afe In Bonsai

sensuctl handler create influx-db \

--type pipe \

-—command "sensu-influxdb-handler -d sensu" \

--env-vars "INFLUXDB ADDR=http://influxdb.default.svc.cluster.local:8086,
INFLUXDB USER=sensu, INFLUXDB PASS=password" \

-—-runtime-assets sensu-influxdb-handler

You should see a confirmation message from sensuctl

Created

Assigning the handler to an event

ith the influx-db handler now created, it can be assigned to a check forlcheck output metric

extraction. In this example, the check name isl collect-metrics :

sensuctl check set-output-metric-handlers collect-metrics influx-db

igned to the Sensu StatsD listener a

rhe handler

otrics into INfluxDB:

~an also be as



https://bonsai.sensu.io/assets/sensu/sensu-influxdb-handler

sensu-agent start --statsd-event-handlers influx-db

Validating the handler

signed to the check or StatsDBerver, for Sensu to
receive the metrics youBhould

OQL ulated! Otherwise, you can verify theBroper behavior of this handler

ight take a few moments once the handleris a
pbut once an event is hand

-

start to see Y«

our INfluxDB being

Oy USINg  sensu-backend [0Og£S

See the troublest \ﬁﬂ ng @u’“J for log locations by platform.

Whenever an event is being handled, a log entry is added with the message
"handler":"influx-db","level"”:"debug", "msg":"sending event to handler" ﬂ‘\m»@ﬂk

second one with the message

"msg":"pipelined executed event pipebandler", "output":"","status":0

Next steps

You now know how to apply a handler to metrics and take action on events. Fromihis point, here are

some recommended resources:

1e handlers reference for in-

0 Read t depth documentation on handlers.

0 Read the StatsD listener guide for instructions on how to aggregateBtatsD metrics in Sensu.

0 Read the check output metric extraction guide to learn how to collectBnd extract metrics
using Sensu checks.

P
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You're viewing documentation for an older or pre-release version of Sensu Go. Click here for the latest.

How to install plugins using assets

0 1 Download an asset definition from Bonsai

0 2 _Register the asset with Sensu

0 3 _Create a monitoring workflow

0 Next steps

Assets are shareable, reusable packages that make it easy to deploy Sensu pluginsBou can use
assets to provide the plugins, libraries, and runtimes you need to power your monitoring workflows.
See the asset reference for more information about assets.

1. Download an asset definition from Bonsai

You can discover, download, and share assets using Bonsal the Sensu asset index o use an asset,
select the Download button on the asset page in Bonsai to download the asset definition for your
Sensu backend platform and architecture Bsset definitions tell Sensu how to download and verify the
asset when required by a check, filter, mutator, or handler.

For example, here's the asset definition for version 110 of the  Sensu PagerDuty handler asset for
Linux AMD64.

type: Asset
apl version: core/v2
metadata:
name: sensu-pagerduty-handler
namespace: default
labels: {}
annotations: {}

spec:


https://bonsai.sensu.io/
https://bonsai.sensu.io/assets/sensu/sensu-pagerduty-handler
https://docs.sensu.io/sensu-go/5.7/guides/install-check-executables-with-assets/
https://docs.sensu.io/

url: https://github.com/sensu/sensu-pagerduty-handler/releases/download/1.1.0/sen

shab12:
e93ec4465af5a2057664e8c3cd68e9352457b81315b97578eaae5e21f0cf7419d4fc36feb0155eeb0dd

filters:

- entity.system.os == 'linux'

- entity.system.arch == 'amdoc4'

eNow and Jira event handlers) require an active er

Enterprise-only assets ([/kc the Sery
license. For more information about enterprise-only features and to active your license, see the
gj’t’;ti' N started guide.

2. Register the asset with Sensu

Once you've downloaded the asset definition, you can register the asset with Sensu using sensuc

Jolel LT aootTlL

sensuctl create --file sensu-sensu-pagerduty-handler-1.1.0-linux-amd64.yml

U can use sensuctl to verify that the as

R
and ready to use

sensuctl asset list

3. Create a workflow

monitoring
Sensu checks, f:civ"sz;, mutators, and wamﬂr hwﬁ“
nformation about asset capabilities and configuration

Nt to create

t fl““\\“ in Bonsai are the best resource for

se the Sensu PagerDuty handler asset, create a pagerduty handler that includes
Olace Of  SECRET

1 runtime

and sensu-pagerduty-handler

"api version": "core/v2",


https://bonsai.sensu.io/assets/sensu/sensu-servicenow-handler
https://bonsai.sensu.io/assets/sensu/sensu-jira-handler
https://bonsai.sensu.io/assets/sensu/sensu-pagerduty-handler

"type": "Handler",

"metadata": {
"namespace": "default",
"name": "pagerduty"

s

"spec": {
"type": "pipe",
"env_vars": [

"PAGERDUTY_TOKEN=SECRET"

1,
"runtime assets": ["sensu-pagerduty-handler"],
"timeout": 10,
"filters": [

"is incident"

> the definition to afile (for example: pagerduty-handler.json ), and add to Sensu using

,
UJ

sensuctl

sensuctl create --file pagerduty-handler.json

u can create incidents in PagerDuty,

Now T
pagerduty handler to our Sensu service ¢

e O -
1al oens

hecks o get started with checks, see the  guide 1o

MoNtoring serve

Next steps

0 Learn more about assets

[0 Read the asset specification

ets on Bonsai




P

About Sensu

The Sensu monitoring event pipeline empowers businesses to automate their monitoring workflows and gain
deep visibility into their multi-cloud infrastructure, from Kubernetes to bare metal. Companies like Sony, Box.com
and Activision rely on Sensu to help deliver value faster, at scale.

Navigation

Products
Sensu Core
Sensu Enterprise
Solutions
For Containers
For Cloud
For Nagios

Pricing

Made with #monitoringlove by Sensu, Inc. © 2013-2019


https://twitter.com/hashtag/monitoringlove
https://sensu.io/products
https://sensu.io/products/core
https://sensu.io/products/enterprise
https://sensu.io/solutions
https://sensu.io/solutions/container-monitoring
https://sensu.io/solutions/cloud-monitoring
https://sensu.io/solutions/nagios-alternative
https://sensu.io/pricing

| Sensu Docs

tion for an older or pre-re N of Sensu Go. Click here for the lat

How to monitor external resources with
proxy entities

0 Using a proxy entity to monitor g website

0 Using proxy requests to monitor g group of websites

Proxy entities allow Sensu to monitor external resourcesBn systems or devices where a Sensu agent

Not be installed, like aBetwork switch or a websiteBou can create proxy entities using sensuctl, Thg
SensuAPL orthe proxy entity name C % eck attribute. When executing checks that includ
proxy entity name , Sensu agents report the resulting event under the proxy entity 'mstead Of the

agent entity.
This guide ”@QL lires a running Sensu backend, a running Sensu agent, and a sensuctl instance

configured to connect to the backend as a user with read and create permissions for entities, checks,
amd events

Using a proxy entity to monitor a website

N this section, we'll monitor the status of sensulo by configuring a check with a2 proxy entity name
SO that Sensu creates an entity representing the site and reports the status of the site under this
entity.

Installing an HTTP check script

First, well install a bash script, named http _check.sh , to perform an HTTPBheck using eurl.

sudo curl https://raw.githubusercontent.com/sensu/sensu-

go/5.1.0/examples/checks/http check.sh \


https://sensu.io/
https://raw.githubusercontent.com/sensu/sensu-go/dccfeb9093c21e45fd6505d3b32da354bdf8a136/examples/checks/http_check.sh
https://docs.sensu.io/sensu-go/5.7/guides/monitor-external-resources/
https://docs.sensu.io/

-o /usr/local/bin/http check.sh && \
sudo chmod +x /usr/local/bin/http check.sh

PRO TIP: While this command may be appropriate when running a few agents, you should
considerlising Sensu assets or a configuration management tool to provideBuntime
dependencies.

Creating the check

Now that our script is installed, we'll create a check namedl check-http , which runs the command

http check.sh https://sensu.io , at anlhterval of 60 seconds, for all entities subscribed to the

-

proxy Bubscription, using the sensu-site proxy entity name.

definition.

Create afile ce

"type": "CheckConfig",
"api version": "core/v2",
"metadata": {
"name": "check-http",
"namespace": "default"
bo
"spec": {
"command": "http check.sh https://sensu.io",
"interval": 60,
"proxy entity name": "sensu-site",
"publish": true,
"subscriptions": [

"proxy"

sensuctl create --file check.json



sensuctl check list

Name Command Interval Cron Timeout TTL Subscriptions Handlers Assets Hooks

Publish? Stdin? Metric Format Metric Handlers

check-http http check.sh https://sensu.io 60
Adding the subscription
To run the check, we'll need a Sensu agent with the
Open /etc/sensu/agent.yml BNd add the proxy

looks like:

subscriptions:

_ nproxyn

sudo service sensu-agent restart

Validating the check

0 0 proxy

Now we can use sensuctl to see that Sensu has created the proxy entity

sensuctl entity list

ID Class OS Subscriptions Last Seen

true

subscription proxy Bfter installing an ager

1L,

sensu-site .

sensu-centos agent linux proxy,entity:sensu-centos 2019-01-16 21:50:03 +0000 UTC

sensu-site  proxy entity:sensu-site N/A

subscription so the subscription configuration



And that Sensu is now monitoring sensu-site UsSINg the check-http Check

sensuctl event info sensu-site check-http
=== sensu-site - check-http

Entity: sensu-site

Check: check-http

Output:

Status: 0

History: 0,0

Silenced: false

Timestamp: 2019-01-16 21:51:53 +0000 UTC

NOTE: It might take a few moments for Sensu to execute the check and create the proxy
entity.

Ne can also see our new proxy entity in the Sensu dashboard

Using proxy requests to monitor a group of websites

Now let’s say that, instead of monitoring just sensu.io, we want to monitor multiple sites, for

example: docs.sensu.io, packe

‘ecloud.io, and github.com.h this section of the guide, we'll use the

roxy requests _Check attribute, along with entity labels and token substitution, to monitor three

sites using the same check Before we get started, go ahead and [nstall the HTTP check script if you

naven't already.

Installing an HTTP check script

If you haven't already, install a |

curl

1 script, named http check.sh , to perform an HTTRPOheck using

sudo curl https://raw.githubusercontent.com/sensu/sensu-
go/5.1.0/examples/checks/http check.sh \

-o /usr/local/bin/http check.sh && \

sudo chmod +x /usr/local/bin/http check.sh


https://raw.githubusercontent.com/sensu/sensu-go/dccfeb9093c21e45fd6505d3b32da354bdf8a136/examples/checks/http_check.sh

PRO TIP: While this command may be appropriate when running a few agents, you should
considerlising Sensu assets or a configuration management tool to provideBuntime
dependencies.

Creating proxy entities

Instead of creating a proxy entity using the proxy entity name check attribute, we'll be using
sensuctl to create proxy entities to resent the three sites we want to monitorDur proxy entities

oute

entity_class attr

et t0 proxy to mark them as proxy entities as well as a few
entify them as ¢ 1ss in individual URLs.

2roup ana

illed entities.json and add the following entity definitions.

Create afile ¢

"type": "Entity",
"api version": "core/v2",
"metadata": {
"name": "sensu-docs",
"namespace": "default",
"labels": {
"proxy type": "website",

"url": "https://docs.sensu.io"

b
"Spec" . {

"entity class": "proxy"

"type": "Entity",
"api version": "core/v2",
"metadata": {
"name": "packagecloud-site",
"namespace": "default",
"labels": {
"proxy type": "website",
"url": "https://packagecloud.io"

b,



"spec": {

"entity class": "proxy"
}
}
{
"type": "Entity",
"api version": "core/v2",
"metadata": {
"name": "github-site",
"namespace": "default",
"labels": {
"proxy type": "website",
"url": "https://github.com"
}
},
"spec": {
"entity class": "proxy"
}
}

PRO TIP: When creating proxy entities, you can add whatever custom labels make sense
for your environment. For example, when monitoring a group of routers, you may want to
add ip address labels.

Now we can use sensuctl to add these proxy entities to Sensu.

sensuctl create --file entities.json

sensuctl entity list

ID Class OS Subscriptions Last Seen
github-site proxy N/A
packagecloud-site proxy N/A

sensu-centos agent linux proxy,entity:sensu-centos 2019-01-16 23:05:03 +0000 UTC
sensu-docs proxy N/A



Creating a reusable HTTP check

Now that we have our three m’« Xy entities set up, eac

nwith a  proxy type and url \«;V;k:‘et, Ne can
ts and Loken substitution to create a single cr ites

eck that monitors ¢

USe proxy reque

Create afile called check-proxy-requests.json and add the following check definition.

"type": "CheckConfig",
"api version": "core/v2",
"metadata": {
"name": "check-http-proxy-requests",
"namespace": "default"
}y
"spec": {
"command": "http check.sh {{ .labels.url }}",
"interval": 60,
"subscriptions": [
"proxy"
1,
"publish": true,
"proxy requests": {

"entity attributes": [
"entity.entity class == 'proxy'",
"entity.labels.proxy type == 'website'"

1y

"splay": true,

"splay coverage": 90

Ul check-http-proxy-requests & proxy requests attribute to specify the
cable entities.h our case, we want to run the
tity class proxy and prf;x\/ T;f website [0 make sure that Sensu runs
Niities, we r
value of 90 Mhis give ,
check for all applicable entitiesBince were using this check to monitor multiple sites, we can use

(
>

check-http-proxy-requests

J to set the splay attribute to  true with a splay cove

6 of the check interval , 60 seconds in this

s oensu

CCK command

token substitution to :—a;’;p\},ﬁ the correct url inthe che



sensuctl create --file check-proxy-requests.json

sensuctl check list

Name Command Interval Cron Timeout TTL Subscriptions Handlers Assets

Hooks Publish? Stdin? Metric Format Metric Handlers

check-http http_check.sh https://sensu.io 60 0 0 proxy
false

check-http-proxy-requests http check.sh { { .labels.url } } 60 0 0 proxy
true  false true  false

Validating the check

e check, make sure that you've

true

ensu agent

roxy _subscription to g Se

5ensuctl to see that Sensu is monitoring docs.sensu.io, package

check-http-proxy-requests .

sensuctl event list

Entity Check Output Status Silenced Timestamp
github-site check-http-proxy-requests 0 false  2019-01-17 17:10:31 +0000 UTC
packagecloud-site check-http-proxy-requests 0 false  2019-01-17 17:10:34 +0000 UTC
sensu-centos keepalive 0 false  2019-01-17 17:10:34 +0000 UTC
sensu-docs check-http-proxy-requests 0 false  2019-01-17 17:06:59 +0000 UTC

Next steps



You now know how to run a proxy check to verify the status of a website, aslivell as using proxy
requests to run a check on two different proxy entities based on label evaluation Brom this point, here
are some recommended resources:

0 Read the proxy checks reference for in-depth documentation on proxy checks.

0 Read the guide to providing runtime dependencies to checks with assets.

0 Read the guide to sending alerts to Slack with handlers.
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How to monitor server resources with
checks

What are Sensu checks?

Sensu checks are eommands (Or scripts), executed by the Sensu agent, thatButput data and produce
an exit code to indicate a state. Sensu checks use theBame specification as Nagios, therefore, Nagios
check plugins may belsed with Sensu.

Why use a check?

You can use checks to monitor server resources, services, and applicationBealth (for example: is
Nginx running?) as well as collect and analyze metrics (for example: how much disk space do | have
left?).

Using checks to monitor a service

The purpose of this guide is to help you monitor server resources, moreBpecifically the CPU usage, by
configuring a check named check-cpu with alsubscription named system | In order to target all
entities subscribedb the system subscriptionDhis guide requires a Sensu backend and at least one
Sensu agent running on Linux.

Registering assets

To power the check, we'll use the Sensu CPU checks gsset and the Sensu Ruby runtime asset.



https://bonsai.sensu.io/assets/sensu-plugins/sensu-plugins-cpu-checks
https://bonsai.sensu.io/assets/sensu/sensu-ruby-runtime
https://docs.sensu.io/sensu-go/5.7/guides/monitor-server-resources/
https://docs.sensu.io/

Use the follo

download the

‘ | example to set for CentOS
asset cieﬁmm:wr’* for Debiar

sensuctl create --file filename.yml .

er the sensu—plugins—cpu—checks

or Alpine from Bonsai and register the

or

sensuctl asset create sensu-plugins-cpu-checks --url "https://github.com/sensu-plug
checks/releases/download/4.0.0/sensu-plugins-cpu-checks 4.0.0 centos linux amdé64.ta

"518e7cl7cf670393045bff4af318e1d35955bfdel66e9ceec2b469109252£79043ed133241¢c4dc9650

nen use the following sensuctl example to register the  sensu-ruby-runtime asset for CentOS, or
download the asset definition for Debian or Alpine from Bonsai and register the asset using

sensuctl create --file filename.yml .

sensuctl asset create sensu-ruby-runtime --url "https://github.com/sensu/sensu-ruby
runtime 0.0.5 centos linux amd64.tar.gz" --shabl2

"1c9f0aff8f7£7dfcf07eb75£48c3b7ad6709f2bd68£2287b4bd0797%6fel2c2ab69dlecfbd4b9b9ed

You can use sensuctl to sensu-plugins-cpu-checks and

sensu-ruby-runtime

sensuctl asset list

Name URL Hash

sensu-plugins-cpu-checks //github.com/.../sensu-plugins-cpu-checks 4.0.0 centos linux amd64.tar.gz 518e7cl

sensu-ruby-runtime //github.com/.../sensu-ruby-runtime 0.0.5 centos_linux amd64.tar.gz 1c9f0af

Creating the check

Now that the assets are registered, we'll create a check namedl check-cpu , which runs the
command check-cpu.rb -w 75 -c 90 sensu—pluglns—cpu—checks and
sensu—ruby—runtime assets, at anfinterval of 60 seconds, for all entitie scribed to the system

tionDhis checks generates a warning event ( -w ) when CPU usage

r(ngfi(;:}"wi;s; 75% and a critical



https://bonsai.sensu.io/assets/sensu-plugins/sensu-plugins-cpu-checks
https://bonsai.sensu.io/assets/sensu/sensu-ruby-runtime

sensuctl check create check-cpu \
-—command 'check-cpu.rb -w 75 -c 90' \
-—interval 60 \

--subscriptions system \

--runtime-assets sensu-plugins-cpu-checks, sensu-ruby-runtime

Configuring the subscription

0 run the check, we'll need a Sens

scription  system Bfter nstalling an ¢

Open /etc/sensu/agent.yml Bnd add the

ooka |ike:
looks like:

subscriptions:

- system

Then restart the agent

sudo service sensu-agent restart

Validating the check

e using the returning an

check-cpu ,

OK status (
on the entit

sensuctl event list

Entity Check Output Status Silen

sensu-centos check-cpu CheckCPU TOTAL OK: total=0.2 user=0.0 nice=0.0 system=0.2 idle=99.8 iowait=0.0 irq=0.0 s
16:42:28 +0000 UTC



Next steps

You now know how to run a simple check to monitor CPU usage. From this pointBiere are some

recomimenaead resources.

0 Read the checks reference for in-depth documentation on checks.

0 Read our guide on providing runtime dependencies to checks with assets.

[0 Read our guide on monitoring external resources with proxy checks and entities
o = +

00 Read our guide on sending alerts to Slack with handlers.
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How to plan maintenance windows using
silencing

What is Sensu silencing?

As check results arc processed by a Sensu server, the server executes eventlandlers to send alerts
to personnel or otherwise relay event data tobxternal services Sensu's bullt-in sileneing, along with
the built-inlnot_silenced filter, provides the means to suppress execution of eventlandlers on an

ad hoc basis.

When to use silencing

Silencing is used to prevent handlers configured with the not_silenced filterrorm being triggered
based on the check name present in a check result or theBubscriptions associated with the entity
that published the check result. ThisBan be desirable in many scenarios, giving operators the ability to
quietthcoming alerts while coordinating their response.

Sensu silencing entries make it possible to:

O Silence all checks on a specific entity

0O Silence g specific check on a specific entity

0 Silenc

D

all checks on entities with a specific subscription

0 Silen

C )

e a specific check on entities with a specific subscription

O Silence a specific check on every enfit

Using silencing to plan maintenance


https://docs.sensu.io/sensu-go/5.7/guides/plan-maintenance/
https://docs.sensu.io/

The p mof:’e of this guide is to help you Nfam a maintenance windo by creatingl silenced entry for a
specific

ity named i-424242 and its check namedL check-http , in order to prevent alerts as you
Olo ;Le«j with this entity.

ne first step is to create a silenced wr that will silence the checkD check-http ON an entity

named 1i-424242  for a plar - t starts at 01:007 Sunday and ends
hour [ater YourOlsername MH automatically S :

sensuctl silenced create \
--subscription 'entity:i-424242"' \
--check 'check-http' \

--begin '2018-03-16 01:00:00 -04:00"' \
-—expire 3600 \

—-—-reason 'Server upgrade'

See the sensuctl documentation for the supported time formats in thell begin flag

Validating the silenced entry

You can verify that the silenced entry against our entity, here namedl 1-424242 , has been properly

Oy using sensuctl .

>

sensuctl silenced info 'entity:1-424242:check-http’

Once the silenced entry starts to take effect, events that are silenced will beBnarked as so in

sensuctl events

sensuctl event list

Entity Check Output  Status  Silenced Timestamp




i-424242  check-http 0 true  2018-03-16 13:22:16 -0400 EDT

WARNING: By default, a silenced event will be handled unless the handler usesBhe
not_silenced filter to discard silenced events.

Next steps

You now know how to create silenced entries to plan a maintenance and hopefullyBvoid false
positive. From tr

IS point, nere are some recommended resources:

00 Read the silencing reference for in-depth documentation on silenced entries.
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How to reduce alert fatigue with filters

What are Sensu filters?

Sensu filters allow you to filter events destined for one or more eventhandlers. Sensu filters
evaluate their expressions against the event data, toletermine if the event should be passed to an
event handler.

Why use a filter?

Filters are commonly used to filter recurring events (ie. to eliminateBotification noise) and to filter
events from systems in pre-productionBnvironments.

Using filters to reduce alert fatigue

The purpose of this guide is to help you reduce alert fatigue by configuring alllter named  hourly , for
a handler named slack , in order to prevent alertsffom being sent to Slack every minute. If you don't
already have a handler inBlace, learn how to send alerts with handlers.

Creating the filter

The first step is to create a filter that we will call hourly , which matchesBew events (where the
event’s oceurrences IS equalto 1) or hourly eventsdo every hour after the first occurrence,
calculated with the check’sl interval and the events occurrences ).

Events in Sensu Go are handled regardless offineck execution status; even successful check events
are passed through theBipeline. Therefore, it's necessary to add a clause for non-zero status.


https://docs.sensu.io/sensu-go/5.7/guides/reduce-alert-fatigue/
https://docs.sensu.io/

sensuctl filter create hourly \
-—action allow \

-—expressions "event.check.occurrences == 1 || event.check.occurrences % (3600 /

event.check.interval) == 0"

Assigning the filter to a handler

Nvant to

H ‘&5

Now that the hourly filter has ] to a handlerBiere, since

Slack me
nandler named slack , in adc

reduce the numb oplyBur filter to an alreac

on t is _incident filter so only failing

nandled.

sensuctl handler update slack

Follow the prompts to add the hourly and is_incident filters to the SlackBandler.

Validating the filter

on of
Jﬂ(

is filter by J(W'{
used, but thelc

a log entry

aad

NVhenever an event is being handled,
"handler":"slack","level":"debug", "msg":"sending event to handler"7fokov&£ibyﬁge00ﬁc
one with the me
"msg":"pipelined executed event pipeHandler","output":"","status":0 . HOweve

event is being discarded byBur filter, a log entry with the message event filtered will af

Next steps

You now know how to apply a filter to a handler and hopefully reduce alertthtigue. From this point,

here are some recommended resources:



0 Read the filters reference for in-depthBocumentation on filters.
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Securing Sensu

As with any piece of software, it is critical to minimize any attack surface exposed by the software.
Sensu is no different. The following component pieces need to be secured in order for Sensu to be
considered production ready:

O etcd peer communication

[0 Backend AP
00 Dashboard

[ Sensuy agent to server communication

We'll cover securing each one of those pieces, starting with etcd peer communication.

Securing etcd peer communication

Let’s start by covering how to secure etcd peer communication via the configuration at
/etc/sensu/backend.yml . Let's look at the parameters you'll need to configure:

##

# backend store configuration

##

etcd-listen-client-urls: "https://localhost:2379"
etcd-listen-peer-urls: "https://localhost:2380"
etcd-initial-advertise-peer-urls: "https://localhost:2380"
etcd-cert-file: "/path/to/your/cert"

etcd-key-file: "/path/to/your/key"
etcd-trusted-ca-file: "/path/to/your/ca/file"
etcd-peer-cert-file: "/path/to/your/peer/cert"
etcd-peer-key-file: "/path/to/your/peer/key"


https://docs.sensu.io/sensu-go/5.7/guides/securing-sensu/
https://docs.sensu.io/

etcd-peer-client-cert-auth: "true"

etcd-peer-trusted-ca-file: "/path/to/your/peer/ca/file"

Securing the API and the dashboard

note that by changing the parameters

Let’s go over how to secure the APl and dashboard. Ple

C

e server will now communicate over TLS and expect agents connecting to it to use the

elow,
W"b%@u’:r secure protocol. In order for communication to continue, both this section and ;h@

following section must be completed.

Both the Sensu Go API and the dashboard use a common stanza in /ete/sensu/backend.yml tO
ed to provide secure communication. Let's look at the

provide the certificate, key, and CA file need

attributes you'll need to configure:

##

# backend ssl configuration

##

cert-file: "/path/to/ssl/cert.pem"

key-file: "/path/to/ssl/key.pem"

trusted-ca-file: "/path/to/trusted-certificate-authorities.pem"

insecure-skip-tls-verify: false

roviding the above cert-file and key-file parameters will cause the API to serve HTTP requests over
‘?SJTLS (nttps). As a r"egﬁ, you will also need to specify https:// schemalbr the api-url
rameter:

##

# backend api configuration

##

api-url: "https://localhost:8080"

In the example above, we provide the path to the cert, key and CA file. After restarting the
oaded and you are able to access the dashboard at

sensu-backend service, tne parameters are
https/localhost3000 . Configuring these attributes will also ensure that ager'wts are able to
communicate securely. Let's move on to securing agent to server cormmunication.



https://localhost:3000/

Securing Sensu agent to server communication

We'll now discuss securing agent to server communicatior
nfiguration to communicate via \Wet

Socket Secure protoco

J1ULY

communicat

r a plaintext connection. If the er |
> communication betwee er will not fJW;UO n.

1 the agent and s¢

By default, an a agent uses the insecure ws:// transport. Let’s look at the example from

/etc/sensu/agent.ymlj

##

# agent configuration
##

backend-url:

- "ws://127.0.0.1:8081"

In order to use WebSockets «

5), Change the  backend-url value to the wss://

##

# agent configuration
##

backend-url:

- "wss://127.0.0.1:8081"

. Do note that by changing the configuration to

WSS, DL mMmunication

ible to provide a trusted (¢ s part of the a

sensu-agent start .

ent configuration by passing
--trusted-ca-file Il starting the

You may include it as part of the agent configuration in - /ete/sensu/agent.yml as:



trusted-ca-file: "/path/to/trusted-certificate-authorities.pem"

NOTE: If creating a Sensu cluster, every cluster member needs to be present in the

configuration. See the Sensu Go clustering guide for more information on how to
configure agents for a clustered configuration.

Hopefully you've found this usefull If you find any issues or have any guestions, feel free to reach out
n our Community Slack, or gpen an issue on Github.
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How to send alerts to Slack with handlers

What are Sensu handlers?

Sensu event handlers are actions executed by the Sensu server on events

Why use a handler?

Handlers can be used for sending an email alert, creating or resolving an incidentin PagerDuty, for
example), or storing metrics in a time-seriesBatabase (INfluxDB, for example).

Using a handler to send alerts to Slack

The purpose of this guide is to help you send alerts to Slack, on the channell monitoring , Dy
configuring a handler ar'ned slack tO acheck named check-cpu . If you don't already have a
check in place, this guide is afreat place to start.

_P

Registering the asset

Assefs are shareable, reusable packages that make it easy to deploy Sensu plugins.h this guide, welll
use the Sensu Slack handler asset to power a slack handler.

You can use the following sensuctl example to register the Sensu Slack handler asset for Linux
AMDG4, or you can download the latest asset definition for your platform from  Bonsai and register

he asset using sensuctl create --file filename.yml .


https://bonsai.sensu.io/assets/sensu/sensu-slack-handler
https://bonsai.sensu.io/assets/sensu/sensu-slack-handler
https://bonsai.sensu.io/assets/sensu/sensu-slack-handler
https://docs.sensu.io/sensu-go/5.7/guides/send-slack-alerts/
https://docs.sensu.io/

sensuctl asset create sensu-slack-handler --url "https://github.com/sensu/sensu-sla
handler 1.0.3 linux amd64.tar.gz" --shabl2
"68720865127fbc7c2felbcadd’bbf2al87a2df703f4bdacaelc93e8a66556e9079e1270521999p5871

You should see a confirmation message from sensuctl.

Created

Getting a Slack webhook

If youre already an admin of a Slack, visit

https://YOUR WORKSPACE NAME HERE. slack.com/services/new/incoming—webhook and follow

the steps to aod the Incoming WebHooks integration, choose a channel, and m“/ﬂw settingsl
u're not yet a Slack admin, ce. Bfter s

@U ook URL under Integration Settings.

start here to create a new workspz

Creating the handler

Now we'll use sensuctl to create a handler called slack that the
sensu-slack-handler asscetOditthe command below to includs

1ck alerts, see the a

URL Bor more information about <1:L,,:5t<:t»m’7mg Yyour Sensu s ge in Bonsai

sensuctl handler create slack \

--type pipe \

-—env-vars

"SLACK WEBHOOK URL=https://hooks.slack.com/services/T0000/B000/XXXXXXXX" \
—-—-command "sensu-slack-handler --channel '#monitoring'" \

-—-runtime-assets sensu-slack-handler

\/

You shou

d see a confirmation message from sensuctl

Created


https://slack.com/get-started#create
https://bonsai.sensu.io/assets/sensu/sensu-slack-handler

Assigning the handler to a check

Vith the slack Nhane

ahemgf

Slack alerts
nandler

sensuctl check set-handlers check-cpu slack

Validating the handler

the check, for theBheck to be

once the handler is assigned to
the [t sentbackto S n event is handled,

1essage MB\,E,&L?K

or of this handler by usingll sensu-backend OgsBee th

can verify the proper bef
hating guide for log locations by ;:;\:{:1Tf('>rr'm

rouples

Whenever an event is being handled, a log entry is ad

D

"handler":"slack","level":"debug","msg":"sending event to handler” , followedBy a second
one with

"msg":"pipelined executed event pipehandler","output":"","status":0

mes

Next steps

nere are

“heck and take action on events. Fromihis point,

yandlertoac




0 Read the handlers reference for in-depthBocumentation on handlers.

0 Read our guide on reducing alert fatigsue with filters.
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Sensu service logging with systemd

By default, systems where systemd is the service manager do not write logs to  /var/log/sensu/
forthe sensu-agent andthe sensu-backend services. This guide walks you through how to add
log forwarding from journald to syslog, have rsyslog write logging data to disk, and set up log rotation
of the newly created log files.

o configure journald to forward logging data to syslog, modify /etc/systemd/journald.conf tO
include the following line:

ForwardToSyslog=yes

Next, set up rsyslog to write the logging data received from journald to
/var/log/sensu/servicename.log |1 [Nis exarnple (e sensu-backend aN0 sensu-agent
logging data is sent to individual files named after the service. The sensu-backend is Not required if
only setting up log forwarding for the sensu-agent Sservice.

# For the sensu-backend service, inside /etc/rsyslog.d/99-sensu-backend.conf
if S$programname == 'sensu-backend' then {

/var/log/sensu/sensu-backend. log

~

# For the sensu-agent service, inside /etc/rsyslog.d/99-sensu-agent.conf
if S$programname == 'sensu-agent' then {

/var/log/sensu/sensu-agent.log

~


https://docs.sensu.io/sensu-go/5.7/guides/systemd-logs/
https://docs.sensu.io/

Restart rsyslog and journald to apply the new configuration

systemctl restart systemd-journald

systemctl restart rsyslog

Set up log rotation for newly created log files. This example rotates all log files in

/var/log/sensu/
weekly, unless the size of 100M is reached first. The last five rotated logs are kept and compressed,
with the exception of the most recent on

# Inside /etc/logrotate.d/sensu.conf
/var/log/sensu/* {

weekly

rotate 5

size 100M

compress
delaycompress
}
You can use the following command to see what logrotate would do if it were executed now based

on the above schedu \~ and size threshold.

logrotate -d /etc/logrotate.d/sensu.conf

P
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Troubleshooting

Service logging

su-backend and sensu-agent — areliften the best place to

start when troubleshooting a variety of issues.

Log levels

Log level

/ere errors causing the service to shut down in an unexpected state

Oanic O

e service to snut down ;;,(m

fatal Fatal errors causing tt

error 1-fatal service error rr

warm Narning mes ndicating potential issues

info Informational me

Hleshoot issuecs

depug Detailed service operation

og levels can be configured by specifyi g level as thellalue o 1og level I

argument

8 g agent.yml Qr”[ backend.yml configuration file
to the --log-level Bormmand line flag
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sensu-agent start --log-level debug

command line arguments requirelestarting e
~Oonsult the Operating ¢ on of the agent or nd

> are sent to the journa d when

For example,

/var/log/sensu

Version Target Command to follow log

journalctl --unit

sensu-S${service} --follow

RHEL/Centos <=6 log file
tail --follow

/var/log/sensu/sensu-S{service}

Ubuntu >= 1504 journald
journalctl --unit

sensu-${service} --follow


https://dzone.com/articles/what-is-structured-logging

tail --follow

/var/log/sensu/sensu-${service}

Debiar >= & urnal
journalctl --unit
sensu-${service} --follow
Debian og file
tail --follow
/var/log/sensu/sensu-${service}
Windo r g file

Get-Content - Path

"C:\scripts\test.txt" -Wait

NOTE: Platform versions described above are for reference only and do notBupercede the
documented supported platforms.

Log messages

Permission issues

Files /var/cache/sensu/ 2N0 /var/lib/sensu/ nccd to be owneo by
ens 0. You will see a l¢ ] error similar to the following if there is &
ssue sensu-backend or the sensu-agent

O

{"component":"agent", "error":"open /var/cache/sensu/sensu-agent/assets.db:
permission denied","level":"fatal","msg":"error executing sensu-

agent","time":"2019-02-21T22:01:042z"}



{"component":"backend","level":"fatal","msg":"error starting etcd: mkdir

/var/lib/sensu: permission denied","time":"2019-03-05T20:24:01z"}

YOu can use arecursive chown o resolve permission issues with the sensu-backend:

.

sudo chown -R sensu:sensu /var/cache/sensu/sensu-backend

or the sensu-agent:

sudo chown -R sensu:sensu /var/cache/sensu/sensu-agent

P
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ocumentation for an older or prt

Dashboard

O Eiltering

0 Overview

P
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Dashboard filtering

e events, entities, checks, and silences o

tax (for example: entity.entity class === "proxy" )

= 5 ldentity operator / Nonidentity operator

== = Fquality operator / Inequality operator

&& /|| Logical AND / Logical OR

er than

< > Less than / Gre

<=/ >= Less than or equal to / Greater than or equal to

Events page filtering


https://docs.sensu.io/sensu-go/5.7/dashboard/filtering/
https://docs.sensu.io/

Filtering on the events page s
prefixed wit

entity. O check.

0 show only events for the entity hostname  serverl :

entity.system.hostname === "serverl"

T ochrwar Amy s
0 show O ﬂ}"

s with a warning or critical status produced by th

D

check.status > 0 && check.name === "check http"

Entities page filtering

check nary

~
)
cUu

d check attributes present in the gvent data,

check http .

Filtering on the entities page assumes the entity scope and supports all entity attributes.

0 show only entities of entity class proxy

entity class === "proxy"

0 show only entities running on Linux or Windows:

system.os === "linux" || system.os === "windows"

Checks page filtering

Filtering on the

0 show only the check named check cpu |

name === '"check cpu"

> assumes the check scope and supports all ¢

‘heck attributes.



0 show only checks with the publish attribute

[0 false .

!'publish

Silences page filtering

Filtering on the silences pe

To show only silences with the creator admin

creator === "admin"

+ +1A

to the check check cpu

To show only silences applied

check === "check cpu"

] on an attribute that contains an array of elements, use the

On the checks page, to show only checks with the handler slack

handlers.indexOf ("slack") >= 0

Regular expressions

The Sensu dashboard suppe

s filtering with regular expre NS using the

)

Oont

ne checks ¢

ge, to show only checks with names prefixed wit

.index0Of Mo

.match syntax

metric- |

~
O)

.



! 'name .match (/" metric-/)

P

About Sensu

'he Sensu monitoring event pipeline empowers businesses to autormate their monitoring workflows and gain
deep visibility into their multi-cloud infrastructure, from Kubernetes to bare metal. Companies like Sony, Box.com,

and Activision rely on Sensu to help deliver value faster, at scale
Navigation
Products

Sensu Core

Sensu Enterprise
Solutions

For Containers

For Cloud

For Nagios

Pricing

)

Made with #monitoringlove by Sensu, Inc. © 2013-2019


https://twitter.com/hashtag/monitoringlove
https://sensu.io/products
https://sensu.io/products/core
https://sensu.io/products/enterprise
https://sensu.io/solutions
https://sensu.io/solutions/container-monitoring
https://sensu.io/solutions/cloud-monitoring
https://sensu.io/solutions/nagios-alternative
https://sensu.io/pricing

| Sensu Docs

You're viewing documentation for an older or pre-release version of Sensu Go. Click here for the latest.

Dashboard overview

00 Accessing the dashboard

0 Signing in

0 Namespaces

0 Themes

The Sensu backend includes the Sensu dashboard B unified view of your events, entities, and
checks with user-friendly tools to reduce alert fatigue.

Accessing the dashboard

After starting the Sensu backend, you can access the dashboard in your browserBy visiting
nttp:/localhost:3000. You may need to replace localhost with theBostname or IP address where



http://localhost:3000/
https://docs.sensu.io/sensu-go/5.7/dashboard/overview/
https://docs.sensu.io/

the Sensu backend is running.

Signing in

Sign in to the dashboard with your sensuctl username and password Bee the role-based access
control reference for default user credentials and instructions for creating new users

Namespaces

The dashboard displays events, entities, checks, and silences for a single namespace at a time By
default, the dashboard displays the default namespacello switch namespaces, select the menu
icon in the upper-left cormner, and choose a namespace from the dropdown.

Sensu dashboard namespace switcher

Themes

Jse the preferences menu to change the theme or switch to the dark theme.
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Assets API

O Ihe /fassets APl endpoint
0 fassets (GET)
[l /Jassets (POST

O Ihe /[assets/:asset APl endpoint
0 /assets/:asset (GFT)
[l /assets/:asset (PLJ]

The /assets API endeint

/assets (G ET)

The /assets APl endpoint provides HTTP GET access to asset data.

EXAMPLE

The following example demonstrates a request to the /assets AP, resulting inB JSON Array
containing asset definitions.

curl http://127.0.0.1:8080/api/core/v2/namespaces/default/assets -H "Authorization:
[

"url": "http://example.com/assetl.tar.gz",

"shab512":
"4£926bf4328fbad2b9cac873d117£771914£4b837c9c85584c38ccf55a3ef3c2e8d154812246e5dda4


https://docs.sensu.io/sensu-go/5.7/api/assets/
https://docs.sensu.io/

"metadata": {
"name": "check scriptl",
"namespace": "default",
"labels": null,

"annotations": null

API Specification

/assets

(GET)

cription Returns the list of assets.

example http//hostname:8080/api/core/v2/namespaces/default/assets

[l Success. 200 (OK)
(1 Error: 500 (Internal server Error)

"url": "http://example.com/assetl.tar.gz",
"shabl2":
"4£926bf4328fbad2b9cac873d117£771914£4b837¢c9¢c85584c38ccf55a3ef3c2e8d1548
"metadata": {
"name": "check scriptl",
"namespace": "default",
"labels": null,

"annotations": null

b


http://hostname:8080/api/core/v2/namespaces/default/assets

"url": "http://example.com/asset2.tar.gz",
"shabl2":
"37c9c85584c38ccf55a3ef3c2e8d154812246e5ddad4al84f926bf4328fbad2b9cac873d1l

"metadata": {
"name": "check script2",
"namespace": "default",

"labels": null,

"annotations": null

/assets (POST)

/assets
(POST)

"url": "http://example.com/assetl.tar.gz",
"shabl2":
"4£f926bf4328fbad2b9cac873d117£f771914f4b837¢c9c85584c38ccf55a3ef3¢c2e8d1548

"metadata": {
"name": "check scriptl",
"namespace": "default",

"labels": null,

"annotations": null


http://hostname:8080/api/core/v2/namespaces/default/assets

[1 Success 200 (OK)
[l Malformed: 400
O Error: 500 (Internal Server Error)

ad Request)

The /assets/:asset API endPOint

/assets/:asset (G ET)

The /assets/:asset APl endpoint provides HTTP GET access to

definitions, by

name .

EXAMPLE

In the following example, querying the /assets/:asset APl returns a JSON MapBontaining the
:asset Namecdlcheck script )

definition (in this example: for the

requested iasset

curl http://127.0.0.1:8080/api/core/v2/namespaces/default/assets/check script -H "A

{
"url": "http://example.com/asset.tar.gz",

"shab51l2":
"4£926bf4328fbad2b9cac873d117£771914£4b837¢c9c85584c38ccf55a3ef3c2e8d154812246e5dda4d

"filters": [

T

'"linux'",

'amded'"

"system.os ==

"system.arch ==

1,
"metadata": {
"name": "check script",

"namespace": "default",

"labels": null,

"annotations": null



API Specification

/assets/:asset
(1= p)

i

ptior Returns an asset.
@ample u Nttp: )ame 8( lo] an fault/asset CK_ S t
e e type
1 Missing /04 (Not Found)

[ Error: 500 (Internal Server

"url": "http://example.com/asset.tar.gz",

"shab512":
"4£926bf4328fbad2b9cac873d117£771914£4b837c9c85584c38ccf55a3ef3cle

"filters": [

™

'"linux'",

'amde4d'"

"system.os ==

"system.arch ==

1,
"metadata": {
"name": "check script",

"namespace": "default",

"labels": null,

"annotations": null

/assets/:asset (PUT)


http://hostname:8080/api/core/v2/namespaces/default/assets/check_script

API Specification

/assets/:asset
(PUT)

J/api/core/v2/namespaces/default/assets/check scrip

"url": "http://example.com/assetl.tar.gz",
"shabl2":
"4£926bf4328fbad2b9cac873d117£771914£4b837c9c85584c38ccf55a3ef3c2e
"metadata": {
"name": "check scriptl",
"namespace": "default",
"labels": null,

"annotations": null

response codes (] Success 201 (Created
71 Malformed 400 (Bad Reguest)
00 Error: 500 (Internal Server Error)

P


http://hostname:8080/api/core/v2/namespaces/default/assets/check_script
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The authorization APl is available in Sensu Go version 510 and laterBee the  upgrade guide to upgrade
your Sensu installation, and visit the [atest APl documentation.

P
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Authentication providers API

The authentication providers APl is available in Sensu Go version 52.0 and laterBee the upgrade guide
to upgrade your Sensu installation, and visit the [atest APl documentation.

P
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Checks API

O Ihe /[checks APl endpoint
(] /checks (G 1)
[1 /checks (POST)
00 Ihe /checks/:check APl endpoint
'] /checks/:check (G T)
[0 /checks/:check (PUT)
[0 /checks/:check (DF[FTF)
O Ihe [checks/:check/execute APl endpoint
" /checks/:check/execute [(POST)

O Ihe /checks/:check/hooks/:type APl endpoint
| /checks/:check/hooks/:type (P T

0 The hecks/:check/hooks/: hook/:hook APl endpoint

| /checks/:check/hooks/:type/hook/:hook (D[ T[]

The /checks API endeint

/checks (G ET)

The /checks APl endpoint provides HTTP GET access to check data.

EXAMPLE


https://docs.sensu.io/sensu-go/5.7/api/checks/
https://docs.sensu.io/

nonstrates a request to the  /checks API, resulting inB JSON A

curl -H "Authorization: Bearer SSENSU TOKEN"
http://127.0.0.1:8080/api/core/v2/namespaces/default/checks

HTTP/1.1 200 OK
[

"command": "check-cpu.sh -w 75 -c 90",
"handlers": [
"slack"
1,
"interval": 60,
"publish": true,
"subscriptions": [
"linux"
1,
"metadata": {
"name": "check-cpu",

"namespace": "default"

API Specification

/checks (GET)

description Returns the list of checks

example url http:

response codes [] Success 200 (OK
[ Error 500 (Internal Server Error


http://hostname:8080/api/core/v2/namespaces/default/checks

[
{
"command": "check-cpu.sh -w 75 -c 90",
"handlers": [
"slack"
1,
"interval": 60,
"publish": true,
"subscriptions": [
"linux"
1,
"metadata": {
"name": "check-cpu",
"namespace": "default"
}
},
{
"command": "http check.sh https://sensu.io",
"handlers": [
"slack"
1,
"interval": 15,
"proxy entity name": "sensu.io",
"publish": true,
"subscriptions": [
"site"
1,
"metadata": {
"name": "check-sensu-site",
"namespace": "default"
}
}
1

/checks (POST)



EXAMPLE

In the following example, an HTTP POST request is submitted to the /checks API to create a

check-cpu checklhe request includes the check definition in the request bod
successful HTTP 200 OK response and the created check definition.

curl -X POST \
-H "Authorization: Bearer $SENSU TOKEN" \
-H 'Content-Type: application/json' \
-d '{
"command": "check-cpu.sh -w 75 -c 90",
"subscriptions": [
"linux"
1,
"interval": 60,
"publish": true,
"handlers": [
"slack"
1,
"metadata": {
"name": "check-cpu",

"namespace": "default"

PN
http://127.0.0.1:8080/api/core/v2/namespaces/default/checks

HTTP/1.1 200 OK
{
"command": "check-cpu.sh -w 75 -c 90",
"subscriptions": [
"linux"
1,
"interval": 60,
"publish": true,
"handlers": [
"slack"

1,

"metadata": {

vy and returns a



"name": "check-cpu",

"namespace": "default"

API Specification

/checks (POST)

description Create a Sensu check
example UR http: pi/core/va/ e es/default/check

example payload
{
"command": "check-cpu.sh -w 75 -c 90",
"subscriptions": [
"linux"
1,
"interval": 60,
"publish": true,
"handlers": [
"slack"
1,
"metadata": {
"name": "check-cpu",
"namespace": "default"
}
}
payload parameters Required interval (integer) or crom (String

metadata SC containing name (strin 0 namespace

e the check refere

nse codes "1 Success 00 (OK)
"1 Malformed 400 (Bad Request)
O Error: 500 (Internal Server Error



http://hostname:8080/api/core/v2/namespaces/default/checks

The /checks/:cneex APl endpoint

/checks/:check (G ET)

Ne /checks/:check API endpoint provides HTTP GET access to check datg for specific  :check

definitions, by check name .

EXAMPLE

/checks/:check APl returns a JSON MapBontaining the

0L check-cpu ).

curl -H "Authorization: Bearer $SENSU TOKEN" \

http://127.0.0.1:8080/api/core/v2/namespaces/default/checks/check-cpu

HTTP/1.1 200 OK
{
"command": "check-cpu.sh -w 75 -c 90",
"handlers": [
"slack"
1,
"interval": 60,
"publish": true,
"subscriptions": [
"linux"
1,
"metadata": {
"name": "check-cpu",

"namespace": "default"



API Specification

/checks/:check
(1= p)

"""" Ly May
'] Success Y00 (OK)
"1 Missing 404 (Not Found)
LI Error: 500 (Internal Server Lrror)
{
"command": "check-cpu.sh -w 75 -c 90",
"handlers": [
"slack"
1,
"interval": 60,
"publish": true,
"subscriptions": [
"linux"
1,
"metadata": {
"name": "check-cpu",
"namespace": "default"
}
}

/checks/:check (PUT)

EXAMPLE


http://hostname:8080/api/core/v2/namespaces/default/checks/check-cpu
http://hostname:8080/api/core/v2/namespaces/default/checks/check-cpu

In the following example, an HTTP PUT request is submitted to the /checks/:check APIto update

the check-cpu check, resulting in a 200 (OK) HTTP response code and the updated check definition

curl -X PUT \
-H "Authorization: Bearer S$SENSU TOKEN" \
-H 'Content-Type: application/json' \
-d '{
"command": "check-cpu.sh -w 75 -c 90",
"handlers": |
"slack"
1,
"interval": 60,
"publish": true,
"subscriptions": [
"linux"
1,
"metadata": {
"name": "check-cpu",
"namespace": "default"
}
PN
http://127.0.0.1:8080/api/core/v2/namespaces/default/checks/check-cpu

HTTP/1.1 200 OK

API Specification

/checks/:check

(PUT)

ription r update a Sensu check given the name of the check as a UR

example UR nttp:/hostname:8080/api/core/v2/namespaces/default/checks/check



http://hostname:8080/api/core/v2/namespaces/default/checks/check-cpu
http://hostname:8080/api/core/v2/namespaces/default/checks/check-cpu

"command": "check-cpu.sh -w 75 -c 90",
"handlers": [
"slack"
1,
"interval": 60,
"publish": true,
"subscriptions": [
"linux"
1,
"metadata": {
"name": "check-cpu",

"namespace": "default"

attributes:

ontaining name

r)or cron (String,

interval (INic

metadata Nl namespace

For more information at

oAt e ~rAanla ama A Al rSEArA A~
OUt creating checks, see the check reference.

response codes '] Success: V00 (OK)
1 Malformed: 100 (Bad

—

[1 Error. 500 (Internal Server

/checks/:check (DELETE)

Ne /checks/:check APl endpoint provides HTTP DELETE access to delete a check from Sensu

check-cpu , resulting in a

successful HTTP 204 No Conte

curl -X DELETE \



-H "Authorization: Bearer SSENSU TOKEN" \

http://127.0.0.1:8080/api/core/v2/namespaces/default/checks/check-cpu

HTTP/1.1 204 No Content

API Specification

/checks/:check

(DELETE)

aescription Rermoves a check from Sensu given the check name

example url http//hostname . 8080/api/core/v2/namespaces/default/checks/checks

pONse codes 1 Success V0 (Accepted)
1 Missing 404 (Not Found)
O Error: 500 (Internal Server Error)

The /checks/:check/execute API endPOint

/checks/:check/execute (POST)

ne /checks/:check/execute AP endpoint |

execution request, allowing you to execute a chec

EXAMPLE

In the following example, an HTTP POST request is submi

>l 1O [ne  /checks/:check/execute AP

ccule the check-sensu-site Chieck des the check name in the request body

and an issued timestamp

curl -X POST \


http://hostname:8080/api/core/v2/namespaces/default/checks/check-cpu
http://hostname:8080/api/core/v2/namespaces/default/checks/check-cpu

-H "Authorization: Bearer SSENSU TOKEN" \

-H 'Content-Type: application/json' \

-d '{"check": "check-sensu-site"}' \
http://127.0.0.1:8080/api/core/v2/namespaces/default/checks/check-sensu-

site/execute

HTTP/1.1 202 Accepted
{"issued":1543861798}

PRO TIP: Include the subscriptions attribute with the request body to override the
subscriptions configured in the check definition. This gives you the flexibility to execute a
check on any Sensu entity or group of entities on demand.

API Specification

/checks/:check/execute
(POST)

example UR http /hostnam

"check": "check-sensu-site",
"subscriptions": [

"entity:1-424242"

payload parameters check (required). the name of the check to exec

subscriptions (Optional): an array of subscriptions to publish the

check request to. When provided H} the request, the

subscriptions attribute overrides any subscriptions configured in
the check definiti



http://hostname:8080/api/core/v2/namespaces/default/checks/check-sensu-site/execute
http://hostname:8080/api/core/v2/namespaces/default/checks/check-sensu-site/execute

ponse codes (1 Sueccess 200 (OK
] Malformed 400 (Bad
[ Error: 500 (Internal Sen

The /checks/:check/hooks/: type API endeint

/checks/:check/hooks/:type (PUT)

Ne /checks/:check/hooks/:type APl endpoint provides HTTP PU
heck.

EXAMPLE

lowing example, an HTTP PUT request is submitted to the

ssigning the process _tree NOOK tO the check-cpu check inthe event of a critical type

/checks/:check/hooks/: type

sult, resulting in a successful 204 (No Content) [P response code

curl -X PUT \
-H "Authorization: Bearer S$SENSU TOKEN" \
-H 'Content-Type: application/json' \
-d '{
"critical": [

"process tree"

PN
http://127.0.0.1:8080/api/core/v2/namespaces/default/checks/check-

cpu/hooks/critical

HTTP/1.1 204 No Content

API Specification

checks/:check/hooks/:type



example UR hitp:

/api/core/v2/namespaces/default/checks/ct

example payloa
"critical": [
"example-hookl",

"example-hook2"

payloaa parameters his endpoint requires a JSON map of chec
| ! )

critical . warning ) caCl

(] Success: 20/ (No Content)
71 Malformed: 4100 (Bad Request)
"1 Error 500 (Internal Server Error)

The /checks/:check/hooks/:type/hook/:hook API endPOint

/checks/:check/hooks/:type/hook/:hook (DELETE)

This endpoint provides HTTP DELETE access to a remove a hook from g

EXAMPLE

The following example shows a request to remove the process_tree hook from the check-cpu
check, resulting in a successful 204

Content) HTTP response code



http://hostname:8080/api/core/v2/namespaces/default/checks/check-cpu/hooks/critical
http://hostname:8080/api/core/v2/namespaces/default/checks/check-cpu/hooks/critical

curl -X DELETE \
-H "Authorization: Bearer $SENSU TOKEN" \
http://127.0.0.1:8080/api/core/v2/namespaces/default/checks/check-

cpu/hooks/critical/hook/process tree

HTTP/1.1 204 No Content

API Specification

/checks/:check/hooks/

:type/hook/:hook
(DELETE)

description Removes a single hook from a check given the check name, check
e type, ar < Nam e the checks ref for available
type
example u o/ DI/C es/defal 1eck eCk-

response codes 1 Success 204 (No Content)
1 Missing 404 (Not Found)
[0 Error: 500 (Internal Server Error)

P

About Sensu
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Cluster role bindings API

00 Ihe /clusterrolebindings APl endpoint
'] /clusterrolebindings (GF ]
'] /clusterrolebindings (POST)
(] Ihe /clusterrolebindings/:clusterrolebinding APl endpoint
'] /clusterrolebindings/:clusterrolebinding ([ [}
U ZClusterrolebindingsz:clusterrolebinding_LEQIE
"] /clusterrolebindings/:clusterrolebinding (- [ -]

The /clusterrolebindings API endPOint

/clusterrolebindings (G ET)

The /elusterrolebindings APl endpoint provides HTTP GET access to cluster role binding data.

EXAMPLE

Il

The following example demonstrates a request to the  /clusterrolebindings APl resulting inB
JSON Array containing cluster role binding definitions.

curl http://127.0.0.1:8080/api/core/v2/clusterrolebindings -H "Authorization:
Bearer $SENSU TOKEN"
[

"subjects": [


https://docs.sensu.io/sensu-go/5.7/api/cluster-role-bindings/
https://docs.sensu.io/

"type" .

"name" :

1,

"role ref":

"type " :
"name" :

b

"metadata":

"name" :

"subjects":

{

"type" :

"name" :

1,

"role ref":

lltypell :
"name" :

b

"metadata":

"name" :

”GI‘OUp" ,

"cluster—-admins"

{

"ClusterRole",

"cluster-admin"

{

"cluster—-admin"

"Group" ,

"system:agents"

{

"ClusterRole",

"system:agent"

{

"system:agent"

API Specification

/clusterrolebindings
(GET)



http://hostname:8080/api/core/v2/clusterrolebindings

response type Array
)

response

output

"subjects": [
{
"typell . HGroupll,

"name": "cluster-admins"

1,
"role ref": {
"type": "ClusterRole",

"name": "cluster-admin"

},
"metadata": {

"name": "cluster-admin"

/clusterrolebindings (POST)

The /clusterrolebindings APl enc

DINAING.

EXAMPLE

In the following example, an HTTP POST request is submitted to the /clusterrolebindings

bob Dhe

e =
)| &

inding that assigns the cluster-admin cluster ro

s definition in the reg

d cluster role binding de

point provides HTTP POST access to create a cluster role

APl tO



curl -X POST

-H "Authorization: Bearer S$SSENSU TOKEN" \

\

-H 'Content-Type: application/json'

_d'{

"subjects":

{

w typevl :

"name" :

I

"role ref":

Iltype" :
"name" :

by

"metadata":

"name" :
}
PUAN

http://127.0.0.1:8080/api/core/v2/clusterrolebindings

HTTP/1.1 200
{

"subjects":
{
"type":
"name" :
}

1,

"role ref":

lltype" B

"name" :

b

"metadata":

"name" :

"User",

"bob n

{

"ClusterRole",

"cluster-admin"

{

"bob-binder"

OK

"US@I",

"bob n

{

"ClusterRole",

"cluster-admin"

{
"bob-binder"

\



API Specification

/clusterrolebindings
(POST)

ayloa
{
"subjects": [
{
"type": "User",
"name": "bob"
}
1,
"role ref": {
"type": "ClusterRole",
"name": "cluster-admin"
},
"metadata": {
"name": "bob-binder"
}
}
response codes ] Success 200 (OK)

"1 Malformed 400 (Bad Reguest)
O Error: 500 (Internal Server Error

The /clusterrolebindings/:clusterrolebinding API endeint

/clusterrolebindings/:clusterrolebinding (G ET)

The /clusterrolebindings/:clusterrolebinding APl endpoint provides HTTP GET access to


http://hostname:8080/api/core/v2/clusterrolebindings

cluster role binding data for specific  :clusterrolebinding definitions, by cluster

name .

EXAMPLE

In the following example, querying the /clusterrolebindings/:clusterrolebinding APl returns a

N MapBontaining the requested :elusterrolebinding _definition (in this example: for the

curl http://127.0.0.1:8080/api/core/v2/clusterrolebindings/bob-binder -H
"Authorization: Bearer S$SENSU TOKEN"

HTTP/1.1 200 OK
{
"subjects": [
{
"type": "User",

"name": "bob"

1,
"role ref": {
"type": "ClusterRole",
"name": "cluster-admin"
},
"metadata": {

"name": "bob-binder"

API Specification

/clusterrolebindings/:clusterrolebinding
(GET)

example url http//hostname:8080/api/core/v2/clusterrolebind



http://hostname:8080/api/core/v2/clusterrolebindings/bob-binder

] Success V00 (OK
[ Missing 404 (Not Found)

[l Error: 500 (Internal Se

V%FLWUK

"subjects": [
{
"type": "User",

"name": "bob"

1,
"role ref": {
"type": "ClusterRole",
"name": "cluster-admin"
br
"metadata": {

"name": "bob-binder"

/clusterrolebindings/:clusterrolebinding (PUT)

ovides HTTP PUT access to

Ihe /clusterrolebindings/:clusterrolebinding APl endpoin

create or update a cluster role binding, by cluster role binding name .

EXAMPLE

In the following example, an HTTP PUT request is submitted to the

/clusterrolebindings/:clusterrolebinding AP (O Creale a

cluster-admin cCluster role to users in the group



http://hostname:8080/api/core/v2/clusterrolebindings/bob-binder

cluster role binding definition.

curl -X PUT \
-H "Authorization: Bearer $SENSU TOKEN" \

-H 'Content-Type: application/json' \

-d '{
"subjects": [
{
"type": "Group",
"name": "ops"
}
1y
"role ref": {
"type": "ClusterRole",
"name": "cluster-admin"
b
"metadata": {
"name": "ops-group-binder"
}
PO

http://127.0.0.1:8080/api/core/v2/clusterrolebindings/ops—-group-binder

HTTP/1.1 200 OK

{
"subjects": [
{
"type": "Group",
"name": "ops"
}
1,
"role ref": {
"type": "ClusterRole",
"name": "cluster-admin"
},
"metadata": {
"name": "ops-group-binder"
}



API Specification

/clusterrolebindings/:clusterrolebinding
(PUT)

example UR 12:.808C 10] lusterrolebin
1Y10a0
{
"subjects": [
{
"type": "Group",
"name": "ops"
}
1,
"role ref": {
"type": "ClusterRole",
"name": "cluster-admin"
},
"metadata": ({
"name": "ops-group-binder"
}
}

[] Success 200 (OK)

/clusterrolebindings/:clusterrolebinding (D ELETE)

The /clusterrolebindings/:clusterrolebinding API endpoint provides HTTP DELETE access to

delete a cluster role binding fro

T

(

T

\

.
)



http://hostname:8080/api/core/v2/clusterrolebindings/ops-group-binder
http://hostname:8080/api/core/v2/clusterrolebindings/ops-group-binder

EXAMPLE

€ 0inding  ops-binding , resulting in

curl -X DELETE \
-H "Authorization: Bearer S$SENSU TOKEN" \
http://127.0.0.1:8080/api/core/v2/clusterrolebindings/ops-binding

HTTP/1.1 204 No Content

API Specification

/clusterrolebindings/:clusterrolebinding

(DELETE)

aescription Rermoves a cluster role binding from Sensu given
luster r INg nan
example url Nt ac lus phinc

onse codes '] Success V0V (Accepted,
[ Missing 404 (Not Found)
[] Error: 5C



http://hostname:8080/api/core/v2/clusterrolebindings/bob-binder
http://hostname:8080/api/core/v2/clusterrolebindings/bob-binder
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Cluster roles API

O Ihe /elusterroles APl endpoint
(] /clusterroles (GLT)
[l /clusterroles (POST)

0 Ihe /clusterroles/:clusterrole APl endpoint
] /clusterroles/:clusterrole ([ ]
'l /clusterroles/:clusterrole (PT]
1 /clusterroles/:clusterrole (D[ F[F]

The /clusterroles API endPOint

/clusterroles (G ET)

The /elusterroles APIendpoint provides HTTP GET access to cluster role data

EXAMPLE

The following example demonstrates a request to the /clusterroles AP resulting inB JSON Array
containing cluster role definitions.

curl http://127.0.0.1:8080/api/core/v2/clusterroles -H "Authorization: Bearer

$SENSU_TOKEN"

HTTP/1.1 200 OK
[


https://docs.sensu.io/sensu-go/5.7/api/cluster-roles/
https://docs.sensu.io/

"rules": [

{

"verbs": [

LIROR 1]

1,

"resources": [
"assets",
"checks",
"entities",
"extensions",
"events",
"filters",
"handlers",
"hooks",
"mutators",
"silenced",
"roles",
"rolebindings"

]l

"resource names": null

},
{

"verbs": [
"get",
"list"

]I

"resources": [
"namespaces"

1,

"resource names": null

1,
"metadata": {

"name": "admin"

"rules": [

{



"verbs": [

"k

1,
"resources": [

"k

1,

"resource names": null

}
1,
"metadata": {

"name": "cluster-admin"

API Specification

/clusterroles

((c1=4p)]

ription Returns the

list of cluster roles

example url http//hostname:8080/api/core/v2/clusterroles

'] Success 00 (OK)
[ Error: 500 (Internal Server

"rules": [

"verbs": [

"k

1,

"resources":

[


http://hostname:8080/api/core/v2/clusterroles

"k

1,

"resource names": null

1,
"metadata": {

"name": "cluster-admin"

/clusterroles (POST)

/clusterroles
(POST)

"metadata": {

"name": "global-event-reader"
},
"rules": [

{

"verbs": [
"get",
"list"

1,

"resources": [
"events"

1,

"resource names": null


http://hostname:8080/api/core/v2/clusterroles

response codes [] Success V00 (C
1 Malformed 400 (Bad Reguest)
O Error: 500 (Internal Server Error)

The /clusterroles/:clusterrole API endPOint

/clusterroles/:clusterrole (G ET)

Ne /clusterroles/:clusterrole APl endf

HINT provides HTTP GET a
~ ‘ ‘,—\

C :clusterrole definitions, by cluster role name .

EXAMPLE

juerying the /clusterroles/:clusterrole APl returns a JSON Map

containing the requested :clusterrole _definition (in this example: for the :clusterrole namec

global-event-reader |

curl http://127.0.0.1:8080/api/core/v2/clusterroles/global-event-reader -H
"Authorization: Bearer SSENSU_ TOKEN"

HTTP/1.1 200 OK
{
"metadata": {
"name": "global-event-reader"
},
"rules": [
{
"verbs": [
"get",
"list"
1,

"resources": [



"events"

1,

"resource names": null

API Specification

/clusterroles/:clusterrole
(] p)

e e type )
response codes '] Success 00 (OK
1 Missing 404 (Not Found)
O Error: 500 (Internal Server Error,
{

"metadata": {

"name": "global-event-reader"
by
"rules": [

{

"verbs": [
"get",
"list"

1,

"resources": [
"events"

1y

"resource names": null


http://hostname:8080/api/core/v2/clusterroles/global-event-reader
http://hostname:8080/api/core/v2/clusterroles/global-event-reader

/clusterroles/:clusterrole (PUT)

API Specification

/clusterroles/:clusterrole

(PUT)

gescription Create or upoate a sensu cluster role.

example | tname 8080/api/core/v2/clusterroles/global-even

"metadata": {

"name": "global-event-reader"
},
"rules": [

{

"verbs": [
"get",
"list"

1,

"resources": [
"events"

1,

"resource names": null



http://hostname:8080/api/core/v2/clusterroles/global-event-reader
http://hostname:8080/api/core/v2/clusterroles/global-event-reader

©
T

response codes | Success 0] |
" Malformed 400 |
1 Error 500 (Internc:

/clusterroles/:clusterrole (DELETE)

Ne /eclusterroles/:clusterrole APIendpoint provides HTTP DELETE access to delete a cluster

role from Sensu given the cluster role name

EXAMPLE

ne cluster role global-event-reader | resulting

curl -X DELETE \

-H "Authorization: Bearer SSENSU TOKEN" \
http://127.0.0.1:8080/api/core/v2/clusterroles/global-event-reader

HTTP/1.1 204 No Content

API Specification

/clusterroles/:clusterrole
(DELETE)

"1 Missing 404 (No
[ Error D00 (Internal Se



http://hostname:8080/api/core/v2/clusterroles/global-event-reader
http://hostname:8080/api/core/v2/clusterroles/global-event-reader

P
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Cluster API

0 The /ecluster/members APl endpoint
"l /cluster/members _(G[ 1)
'l /cluster/members _(POST)
(1 1he /cluster/members/:member APl endpoint
'l /cluster/members/:member (Pl/T]
" /cluster/members/:member ([E| FTF)

The /cluster/members API endPOint

/cluster/members (G ET)

The /cluster/members APl endpoint provides HTTP GET access to Sensu cluster data

EXAMPLE

The following example demonstrates a request to the  /cluster/members APl resulting inB JSON
Map containing a Sensu cluster definition

curl -H "Authorization: Bearer $SENSU TOKEN" \
http://127.0.0.1:8080/api/core/v2/cluster/members

HTTP/1.1 200 OK
{

"header": {


https://docs.sensu.io/sensu-go/5.7/api/cluster/
https://docs.sensu.io/

"cluster id": 4255616304056076734

"member id": 9882886658148554927,

"raft term": 2

},
"members": [
{

"ID": 9882886658148554927,
"name": "default",
"peerURLs": [

"http://127.0.0.1:2380"
1,
"clientURLs": [

"http://127.0.0.1:2379"

API Specification

/cluster/members
(c19p)

14

example u hittp/hostnam luster/mel
e e type )
e e e '] Success V00 (OK
| Error: 500 | L Server Error
example output
{
"header": {
"cluster id": 4255616304056076734,
"member id": 9882886658148554927,

"raft term": 2


http://hostname:8080/api/core/v2/cluster/members

},
"members": [
{
"ID": 9882886658148554927,
"name": "default",
"peerURLs": [
"http://127.0.0.1:2380"
1,
"clientURLs": [
"http://127.0.0.1:2379"

/cluster/members (POST)

The /cluster/members APl endpoint provides HTTP POST access to create a Sensu cluster

member

EXAMPLE

curl -X POST \

-H "Authorization: Bearer $SENSU TOKEN" \
http://127.0.0.1:8080/api/core/v2/cluster/members?peer-
addrs=http://127.0.0.1:2380

HTTP/1.1 200 OK
{
"header": {
"cluster id": 4255616304056077000,
"member id": 9882886658148555000,
"raft term": 2
},
"members": [

{



"ID":

"name": "default",

"peerURLs": [
"http://127.0.0.1:2380"

1,

"clientURLs": [

"http://localhost:2379"

API Specification

/cluster/members/:member

(POST)

9882886658148555000,

aescrip

exampl

e url

peer-addrs=nttp:

1270012380

(e} {

arameters

[1 peer-addrs (required) /

er addresses

comma-delimited list

[] Success: 200 (OK

| Missing 404 (Not Found
rernal Server Error)

) Error 500 (In

The /cluster/members/ :member API endPOint

/cluster/members/ :member (PUT)


http://hostname:8080/api/core/v2/cluster/members?peer-addrs=http://127.0.0.1:2380
http://hostname:8080/api/core/v2/cluster/members?peer-addrs=http://127.0.0.1:2380

EXAMPLE

curl -X PUT \

-H "Authorization: Bearer S$SSENSU TOKEN" \
http://127.0.0.1:8080/api/core/v2/cluster/members/8927110dc66458af?peer—
addrs=http://127.0.0.1:2380

HTTP/1.1 200 OK
{
"header": {
"cluster id": 4255616304056077000,
"member id": 9882886658148555000,
"raft term": 2
},
"members": [
{
"ID": 9882886658148555000),
"name": "default",
"peerURLs": [
"http://127.0.0.1:2380"
1,
"clientURLs": [
"http://localhost:2379"

API Specification

/cluster/members/:member
(PUT)

example url



http://hostname:8080/api/core/v2/cluster/members/8927110dc66458af?peer-addrs=http://127.0.0.1:2380
http://hostname:8080/api/core/v2/cluster/members/8927110dc66458af?peer-addrs=http://127.0.0.1:2380

Irameters [l 8927110dc66458af equired hex-encoded ui

cluster member ID generated usin

sensuctl cluster

member-1list

ery parameters [0 peer-addrs (required). A comma-delimited list of peer

addresses

response codes '] Success 200 (OK)
[ Missing 404 (Not Found)
1 Error: 500 (Internc

/cluster/members/ :member (DELETE)

Ne /cluster/members/:member APl endpoint provides > DELETE access to remove a Sensu

EXAMPLE

ne following exarmple sho

8927110dc66458af . rcsulling N ac

curl -X DELETE \
-H "Authorization: Bearer SSENSU TOKEN" \
http://127.0.0.1:8080/api/core/v2/namespaces/default/cluster/members/8927110dc66458

HTTP/1.1 204 No Content

API Specification

/cluster/

members/:member
(DELETE)




ription

example url

nex-enco

url parameters 1 8927110dc66458af (required) Requirec
>d using

cluster member 1D ¢

er b

sensuctl cluster

member-1list

d uinto4

[] Success. 0 (
"1 Missing 404 ()
71 Error: 500 (Int

A
v

About Sensu

The Sensu monitoring event pipeline empowers businesses
deep visibility into their multi-clo

; to automate their monitoring workflows and gain
s to bare metal. Companies like Sony, Box.con

and Activision rely on Sensu to help deliver value faster, a
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Entities API

O Ihe /entities APl endpoint
(] /entities (GFT)
(1 Jentities (POST)
00 Ihe /entities/:entity APl endpoint
0 ntiti tentity (GET)
| Jentities/:entity (PLJT)
| /entities/:entity (DF[ [ [[)

The /entities API endPOint

/entities (G ET)

The /entities APl endpoint provides HTTP GET access to entity data.

EXAMPLE

The following example demonstrates a request to the  /entities AP resulting inB JSON Array
containing entity definitions.

curl http://127.0.0.1:8080/api/core/v2/namespaces/default/entities -H

"Authorization: Bearer S$SENSU TOKEN"
[

"entity class": "agent",


https://docs.sensu.io/sensu-go/5.7/api/entities/
https://docs.sensu.io/

"system": {
"hostname": "sensu-centos",
"os": "linux",
"platform": "centos",
"platform family": "rhel",
"platform version": "7.4.1708",
"network": {
"interfaces": [
{
"name": "lo",
"addresses": [
"127.0.0.1/8",
"::1/128"

"name": "enpOs3",
"mac": "08:00:27:11:ad:d2",
"addresses": [
"10.0.2.15/24",
"fe80::£50c:0029:30a5:3e26/64"

"name": "enpOs8",

"mac": "08:00:27:9f:5d:£3",

"addresses": [
"172.28.128.3/24",
"fe80::200:27ff:fe9f:5d£3/64"

},
"arch": "amdo64"
},
"subscriptions": [
"entity:sensu-centos"
1,
"last seen": 1543349936,

"deregister": false,



"deregistration": {},
"user": "agent",
"redact": [
"password",
"passwd",
"pass",
"api key",
"api token",
"access key",
"secret key",
"private key",
"secret"
1,
"metadata": {
"name": "sensu-centos",
"namespace": "default",
"labels": null,

"annotations": null

API Specification

/entities (GET)

api/core/v2/namespaces/default/entities

response codes [1 Success: 200 (OK)
[l Error: 500 (Internal Server Error



http://hostname:8080/api/core/v2/namespaces/default/entities

"entity class": "agent",
"system": {

"hostname": "sensu-centos",

"os": "linux",

"platform": "centos",

"platform family": "rhel",
"platform version": "7.4.1708",
"network": {

"interfaces": [

{
"name": "1lo",
"addresses": [
"127.0.0.1/8",
"::1/128"
1
},
{
"name": "enpOs3",
"mac": "08:00:27:11:ad:d2",
"addresses": [
"10.0.2.15/24",
"fe80::£50c:b029:30a5:3e26/64"
1
},
{
"name": "enpO0s8",
"mac": "08:00:27:9f:5d:£3",
"addresses": [
"172.28.128.3/24",
"feB80::a00:27ff:fedf:5df3/64"
1
}
1
b,
"arch": "amde64"
},
"subscriptions": [

"entity:sensu-centos"

1,
"last seen": 1543349936,



"deregister": false,
"deregistration": {},
"user": "agent",
"redact": [

"password",

"passwd",

"pass",

"api key",

"api token",

"access key",

"secret key",

"private key",

"secret"
1,
"metadata": {

"name": "sensu-centos",

"namespace": "default",

"labels": null,

"annotations": null

/entities (POST)

/entities (POST)

example UR http//hostname:8080/api/core/v2/namespaces/default/entities

"entity class": "proxy",
"subscriptions": [
Hweb Al

1,


http://hostname:8080/api/core/v2/namespaces/default/entities

"deregister": false,
"deregistration": {},
"metadata": {
"name": "sensu-centos",
"namespace": "default",
"labels": null,

"annotations": null

The /cntitics/:enticy APl endpoint

/entities/:entity (G ET)

A7

Ne /entities/:entity APl endpoint provid

:entity definitions, by entity name .

EXAMPLE

ollowing example, querying the /entities/:entity APIreturns a JSSON MapBontaining the

tentity _definition (in this example: for the :entity namedr sensu-centos ).

curl http://127.0.0.1:8080/api/core/v2/namespaces/default/entities/sensu-centos
-H "Authorization: Bearer SSENSU TOKEN"
{

"entity class": "agent",
"system": {

"hostname": "sensu-centos",

"os": "linux",



"platform": "centos",
"platform family": "rhel",
"platform version": "7.4.1708",
"network": {
"interfaces": [
{
"name": "lo",
"addresses": [
"127.0.0.1/8",
"::1/128"

"name": "enpOs3",

"mac": "08:00:27:11:ad:d2",

"addresses": [
"10.0.2.15/24",

"fe80::£50c:0029:30a5:3e26/64"

1
},
{
"name": "enpO0s8",
"mac": "08:00:27:9f:54:£3",
"addresses": [
"172.28.128.3/24",
"feB80::a00:27ff:fe9f:5df3/64"
1
}
1
},
"arch": "amd64"
},
"subscriptions": [

"entity:sensu-centos"

1,
"last seen": 154334993¢,

"deregister": false,
"deregistration": {},
"user": "agent",

"redact": [



"password",
"passwd",
"pass",
"api key",
"api token",
"access key",
"secret key",
"private key",
"secret"
1,
"metadata": {
"name": "sensu-centos",
"namespace": "default",
"labels": null,

"annotations": null

API Specification

/entities/:entity

((c1=4p)]

cription Returns a entity

example url http//hostname:8080/api/core/v2/namespaces/default/entities/sensu-

nse codes "] Success V00 (
71 Missing 404 (Not Found)
_1 Error: 500 (Internal Server Error,

"entity class": "agent",

"system": {


http://hostname:8080/api/core/v2/namespaces/default/entities/sensu-centos
http://hostname:8080/api/core/v2/namespaces/default/entities/sensu-centos

"hostname": "sensu-centos",

"os": "linux",

"platform": "centos",

"platform family": "rhel",
"platform version": "7.4.1708",
"network": {

"interfaces": [

{
"name": "lo",
"addresses": [
"127.0.0.1/8",
"::1/128"
]
bo
{
"name": "enpOs3",
"mac": "08:00:27:11:ad:d2",
"addresses": [
"10.0.2.15/24",
"fe80::f50c:b029:30a5:3e26/64"
]
bo
{
"name": "enpOs8",
"mac": "08:00:27:9f:5d:£3",
"addresses": [
"172.28.128.3/24",
"fe80::a200:27ff:fe9f:5df3/64"
]
}
]
bo
"arch": "amdo64"
by
"subscriptions": [

"entity:sensu-centos"
1,
"last seen": 1543349936,
"deregister": false,

"deregistration": {1},



"user": "agent",
"redact": [
"password",
"passwd",
"pass",
"api key",
"api token",
"access key",
"secret key",
"private key",
"secret"
] 14
"metadata": {
"name": "sensu-centos",
"namespace": "default",
"labels": null,

"annotations": null

/entities/:entity (PUT)

API Specification

/entities/:entity
(PUT)

nespaces/default/entities/sensu

@
[
.

example L

"entity class": "proxy",

"subscriptions": [


http://hostname:8080/api/core/v2/namespaces/default/entities/sensu-centos
http://hostname:8080/api/core/v2/namespaces/default/entities/sensu-centos

"web"
1,
"deregister": false,
"deregistration": {},
"metadata": {
"name": "sensu-centos",
"namespace": "default",
"labels": null,

"annotations": null

response codes '] Success 01 (Created,
"1 Malformed 400 (Bad Reguest)
01 Error: 500 (Internal Server Error)

/entities/:entity (DELETE)

Ne /entities/:entity APl endpoint provides HTTP DELETE access

curl -X DELETE \

-H "Authorization: Bearer $SENSU TOKEN" \

serverl .

to delete an entity from

TTD

resulting in a successful HTTP

http://127.0.0.1:8080/api/core/v2/namespaces/default/entities/serverl

HTTP/1.1 204 No Content

API Specification



/entities/:entity

(DELETE)

description Removes a entity from Sensu given

example url http//hostname:8080/api/core/v2/namespaces/default/entities/sensu-

nse codes "1 Success V00 (Accepted)
1 Missing 404 (Not Found)

[ Error: 500 (Internal Server Error)

A
7
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Events API

O Ihe [events APl endpoint
0 /events (GFT)
(1 Jevents (POST)

00 Ihe /events/:entity APl endpoint
'] /events/:entity (G 1)

O Ihe /events/:entity/:check APl endpoint

'] /events/:entity/:check (G [
| Jevents/:entity/:check (P T
'] /Jevents/:entity/:check (D[ [ [

The /events API endeint

/events (G ET)

The /ewvents APl endpoint provides HTTP GET access to event data.

EXAMPLE

he following example demonstrates a request to the  /events API resulting inB JSON Array
containing event definitions.

curl -H "Authorization: Bearer $SENSU TOKEN" \

http://127.0.0.1:8080/api/core/v2/namespaces/default/events


https://docs.sensu.io/sensu-go/5.7/api/events/
https://docs.sensu.io/

HTTP/1.1 200 OK

[
{
"timestamp": 1542667666,
"entity": {

"entity class": "agent",

"system": {

"hostname": "webserver01l",
W oo™g Woo oW,
"arch": "amd64"

b,

"subscriptions": [
"testing",
"entity:webserver01"

1,

"metadata": {

"name": "check-nginx",
"namespace": "default",
"labels": null,
"annotations": null

}

},
"check": {

"check hooks": null,
"duration": 2.033888684,
"command": "http check.sh http://localhost
"handlers": [
"slack"
1,
"high flap threshold": O,
"interval": 20,
"low flap threshold": O,
"publish": true,
"runtime assets": [],
"subscriptions": [
"testing"
1,

"proxy entity name":

mn

"check hooks": null,

: 80",



"stdin": false,
"ttl": O,
"timeout": O,
"duration": 0.010849143,
"output": "",
"state": "failing",
"status": 1,
"total state change": 0,
"last ok": 0,
"occurrences": 1,
"occurrences watermark": 1,
"output metric format": ""
"output metric handlers": [],
"env_vars": null,
"metadata": {
"name": "check-nginx",
"namespace": "default",
"labels": null,

"annotations": null

API Specification

/events (GET)

description Returns the list of events.

example url Nt

[1 Success: 200 (OK)
[ Error 500 (Internal Server Error



http://hostname:8080/api/core/v2/namespaces/default/events

"timestamp": 1542667666,
"entity": {
"entity class": "agent",
"system": {

"hostname": "webserver01l",

n L1 " ”
o o . . DY 2

"arch": "amde4"

b,

"subscriptions": [
"testing",
"entity:webserverQl"

1,

"metadata": {

"name": "check-nginx",
"namespace": "default",

"labels": null,

"annotations": null
}
},
"check": {
"check hooks": null,
"duration": 2.033888684,
"command": "http check.sh http://localhost
"handlers": [
"slack"
1,

"high flap threshold": 0,

"interval": 20,

"low flap threshold": O,

"publish": true,

"runtime assets": [],

"subscriptions": [
"testing"

1,

"proxy entity name": ""
"check hooks": null,
"stdin": false,

"ttl": O,

: 80",



"timeout": O,
"duration": 0.010849143,
"output": ""
"state": "failing",
"status": 1,
"total state change": 0,
"last ok": 0,
"occurrences": 1,
"occurrences watermark": 1,
"output metric format": ""
"output metric handlers": [],
"env_vars": null,
"metadata": {
"name": "check-nginx",
"namespace": "default",

"labels": null,

"annotations": null

/events (POST)

The /events APl endpoint provides HTTP POST access to create an event and send it to the Sensu

pipeline.

EXAMPLE

In the following example, an HTTP POST request is submitted to the /events AP to create an event.
The request includes information about the check and entity represented by the event and returns a
successful HTTP 200 OK response and the event definition.

curl -X POST \
-H "Authorization: Bearer S$SENSU TOKEN" \



-H 'Content-Type: application/json'
-d '{
"entity": {
"entity class": "proxy",
"metadata": {
"name": "serverl",

"namespace": "default"

ty

"check": {
"output": "Server error",
"state": "failing",
"status": 2,
"handlers": ["slack"],
"interval": 60,
"metadata": {

"name": "server-health"

bo
"timestamp": 1552582569

FUOA

\

http://127.0.0.1:8080/api/core/v2/namespaces/default/events

HTTP/1.1 200 OK

{"timestamp":1552582569, "entity":{"entity class":"proxy","system":{"network":{"inte

error","state":"failing", "status":2,"total state change":0,"last ok":0,"occurrences

API Specification

/events (POST)

escriptio su event for a new entl neck combination. To create
N existing entity ana cneck comoination or to update an
e the  Levents/:entity/:check PUT endpoint
example UR http/hostname:8080/api/core/v2/namespaces/default/events



http://hostname:8080/api/core/v2/namespaces/default/events

"entity": {
"entity class": "proxy",
"metadata": {
"name": "serverl",

"namespace": "default"

},

"check": {
"output": "Server error",
"state": "failing",
"status": 2,
"handlers": ["slack"],
"interval": 60,
"metadata": {

"name": "server-health"

},
"timestamp": 1552582569

Orthe /Jevents/:entitv/:check

[ Malformed: 40

"1 Conflict 109 ( sts for the entity and check)
The /events/:entity API endeInt
/events/:entity (G ET)
The /events/:entity APIendpoint provides HTTP GET access to event data specific to an

tentity , Oy entity name .



EXAMPLE

erying the /events/:entity APIreturns a list of Sensu
sful HTTP 200 OK response.

In the following example, ¢

sensu-go-sandbox Ny and a succ

curl -H "Authorization: Bearer S$SENSU TOKEN" \
http://127.0.0.1:8080/api/core/v2/namespaces/default/events/sensu-go-sandbox

HTTP/1.1 200 OK
[

"timestamp": 1543871497,
"entity": {
"entity class": "agent",
"system": {

"hostname": "webserver01l",

AL LU L n
P . PR r

"arch": "amde64"
},
"subscriptions": [
"linux",
"entity:sensu-go-sandbox"
1,
"last seen": 1543858763,
"metadata": {
"name": "sensu-go-sandbox",

"namespace": "default"

b,
"check": {
"command": "check-cpu.sh -w 75 -c 90",
"duration": 1.054253257,
"executed": 1543871496,
"history": [
{
"status": O,

"executed": 1543870296



1,

"issued": 1543871496,
"output"™: "CPU OK - Usage:.50\n",
"state": "passing",
"status": O,
"total state change": O,
"last ok": 1543871497,
"occurrences": 1,
"metadata": {
"name": "check-cpu",
"namespace": "default"
}
},
"metadata": {
"namespace": "default"
}
},
{
"timestamp": 1543871524,
"entity": {
"entity class": "agent",
"system": {
"hostname": "webserver01l",
T oo¥8 Pooo¥,
"arch": "amdo64"
},
"subscriptions": [
"linux",
"entity:sensu-go-sandbox"
1,
"last seen": 1543871523,
"metadata": {
"name": "sensu-go-sandbox",
"namespace": "default"
}
},
"check": {
"handlers": [

"keepalive"

1,



"executed": 1543871524,
"history": [
{
"status": O,

"executed": 1543871124

1,

"issued": 1543871524,
"output": "",

"state": "passing",
"status": O,
"total state change": 0,
"last ok": 1543871524,
"occurrences": 1,
"metadata": {

"name": "keepalive",

"namespace": "default"

},
"metadata": {}

API Specification

/events/:entity

((c1=4p)]

scription Returns a list of events for the specified entity

example url http//hostname:8080/api/core/v2/namespaces/default/events/sensu-

go-sandbox

response codes [] Success 200 (OK)
"1 Missing 40
0O Error: HO0 (Internal Server Error,

4 (Not Found)


http://hostname:8080/api/core/v2/namespaces/default/events/sensu-go-sandbox
http://hostname:8080/api/core/v2/namespaces/default/events/sensu-go-sandbox

"timestamp": 1543871524,
"entity": |
"entity class": "agent",
"system": {

"hostname": "webserver01l",

n L1 " n
PRI . o o 7

"arch": "amdo64"

by

"subscriptions": [
"linux",
"entity:sensu-go-sandbox"

1,
"last seen": 1543871523,

"metadata": {
"name": "sensu-go-sandbox",
"namespace": "default"
}
by
"check": {

"handlers": [
"keepalive"
1y
"executed": 1543871524,
"history": [
{
"status": O,

"executed": 1543871124

I
"issued": 1543871524,

Al Output" . mwn 0
"state": "passing",
"status": O,

"total state change": O,
"last ok": 1543871524,
"occurrences": 1,

"metadata": {



"name": "keepalive",

"namespace": "default"

by

"metadata": {}

The /events/:entity/:check API endPOint
/events/:entity/:check (GET)

API Specification

/events/:entity/:check

(GET)

description eck

example url 1 fault t u
e e type M

response codes 1 Success 00 (OK)

N MiSSingY 404 (NC
1 Error: 500 (Int

"timestamp": 1543871524,
"entity": {
"entity class": "agent",
"system": {

"hostname": "webserver01l",


http://hostname:8080/api/core/v2/namespaces/default/events/sensu-go-sandbox/check-cpu
http://hostname:8080/api/core/v2/namespaces/default/events/sensu-go-sandbox/check-cpu

"arch": "amdo64"
}y
"subscriptions": [
"linux",
"entity:sensu-go-sandbox"
1,
"last seen": 1543871523,

"metadata": {

"name": "sensu-go-sandbox",

"namespace": "default"

bo
"check": {
"handlers": [
"keepalive"
1y
"executed": 1543871524,
"history": [
{
"status": O,

"executed": 1543871124

1,
"issued": 1543871524,

"Output" . n H,
"state": "passing",
"status": O,

"total state change": 0,
"last ok": 1543871524,

"occurrences": 1,
"metadata": {
"name": "keepalive",
"namespace": "default"

by

"metadata": {}



/events/:entity/:check (PUT)

Ne /events/:entity/:check APl endpoint provides HTTP PUT access to create or update an

event and send itto t

he Sensu pipeline.

EXAMPLE

In the following example, an HTTP PUT request is submitted to the /events/:entity/:check APItO
create an event for t

ne serverl entity andt

Ne server-health check and process it using the

slack eventn

andlerlne event includes a status code of 1, indicating a warning, and an output

curl -X PUT \
-H "Authorization: Bearer S$SENSU TOKEN" \
-H 'Content-Type: application/json' \
_d '{
"entity": {
"entity class": "proxy",
"metadata": {
"name": "serverl",

"namespace": "default"

by

"check": {
"output": "Server error",
"status": 1,
"handlers": ["slack"],
"interval": 60,
"metadata": {

"name": "server-health"

bo

"timestamp": 1552582569
PYOA
http://127.0.0.1:8080/api/core/v2/namespaces/default/events/serverl/server—
health



The request returns a 200 (OK) HTTP response code and the resulting event definition

HTTP/1.1 200 OK
{"timestamp":1552582569, "entity":{"entity class":"proxy","system":{"network":{"inte

error","status":1,"total state change":0,"last ok":0,"occurrences":0,"occurrences w

sensuctl event list

You should see the event with the status and output specified in the request

Entity Check Output Status Silenced Timestamp

serverl server-health Server error 1 false  2019-03-14 16:56:09 +0000 UTC

API Specification

/events/:entity/:check
(PUT)

"entity": {
"entity class": "proxy",
"metadata": {

"name": "serverl",


http://hostname:8080/api/core/v2/namespaces/default/events/server1/server-health
http://hostname:8080/api/core/v2/namespaces/default/events/server1/server-health

"namespace": "default"

},

"check": {
"output": "Server error",
"status": 1,
"handlers": ["slack"],
"interval”: 60,
"metadata": {

"name": "server-health"

b,
"timestamp": 1552582569

payload parameters See the payload parameters section below.

response codes ] Success V00 (OK)

1 Missing /04 (Not Found)
1 Error: 500 (Internal Serve

Payload parameters

The /events/:entity/:check PUT endpoint requires a request payload containing an entity

1L Of your

scopellne entity scope contains information about the componer

py the eventBt a minimum, Sensu requires the  entity

the entity class (agent O proxy )andthe entity name and
ntity specification.

namespace WIININ & metadata

scopeHor more information about entity attributes, see the

he check scope contains information about the « /ent was created bt 2

status and how the ¢

O contain a name within a metadata scope and either
pout check attributes, see the check

Minimum, Sensu requires the check scope

an interval Of cron attributeHor more information a

specirication.

Example request with minimum required event attributes



curl -X PUT \
-H "Authorization: Bearer $SENSU TOKEN" \
-H 'Content-Type: application/json' \
-d '{
"entity": {
"entity class": "proxy",
"metadata": {
"name": "serverl",

"namespace": "default"

y

"check": {
"interval": 60,
"metadata": {

"name": "server-health"

PN
http://127.0.0.1:8080/api/core/v2/namespaces/default/events/serverl/server-
health

The minimum required attributes shown above let you create an event using the

/events/ 'entity/'check PUT @mdp@mt nowever the request can include any attributes defined in
the gvent specification o create useful, actionab adding check attributes
such as t%@ event status (0 for OK 1 forwarni ﬂg 2 for critical), an output me;sac)e and one
or more event handlers Hor more information about these attributes and their available value
the event specification

e events, we recommenc

U

Nhile a timestamp IS NOt required to create ¢ ent, Sensu assigns a timestamp of 0 (January 71,
1970) to events without a specified timestamp, so we recommend adding a Unix timestamp when
creating events.

Example request with minimum recommended event attributes

curl -X PUT \
-H "Authorization: Bearer $SENSU TOKEN" \
-H 'Content-Type: application/json' \
-d '"{
"entity": {



"entity class":

"metadata": {

llproxy" ,

"name": "serverl",

"namespace":

by

"check": {

"default"

"output": "Server error",

"status": 1,

"handlers": ["slack"],

"interval": 60,

"metadata": {

"name": "server-health"

by

"timestamp": 1552582569

FUOAN

http://127.0.0.1:8080/api/core/v2/namespaces/default/events/serverl/server-

health

Creating metric events

In addition to the entity

Sensu metric format

and check SCOf

containing metrics in Sensu metric format Bee th

Example request including metrics

curl -X PUT \

-H "Authorization: Bearer $SENSU TOKEN" \

-H 'Content-Type: application/json'

-d '{
"entity": {
"entity class":

"metadata": {

"proxy" ,

"name": "serverl",

"namespace":

"default"

> dNnad

-

an include a metrics scope

for more information about



}y
"check": {
"status": O,
"output metric handlers": ["influxdb"],
"interval": 60,
"metadata": {

"name": "server-metrics"

b o
"metrics": {

"handlers": [

"influxdb"
1y
"points": [
{
"name": "serverl.server-metrics.time total",
"tags": [],
"timestamp": 1552506033,
"value": 0.005
b
{
"name": "serverl.server-metrics.time namelookup",
"tags": [],
"timestamp": 1552506033,
"value": 0.004
}
]
bo
"timestamp": 1552582569
PO

http://127.0.0.1:8080/api/core/v2/namespaces/default/events/serverl/server-

metrics

/events/:entity/:check (DELETE)

EXAMPLE

ne following example shows a request to delete the event produced by the sensu-go-sandbox



entity and check-cpu check, resulting in a successful HTTP 204 No Conter

curl -X DELETE \
-H "Authorization: Bearer S$SENSU TOKEN" \
http://127.0.0.1:8080/api/core/v2/namespaces/default/events/sensu-go-

sandbox/check-cpu

HTTP/1.1 204 No Content

API Specification

/events/:entity/:check

(DELETE)

description Deletes the event created by the specified entity using the specified

example url hitp//hostname

Success Y04 (No Content)
(1 Missing /04 (Not Found)

P
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Filters API

O Ihe /filters APl endpoint
O ilters (GET)
0 /filters (POST)
0 IThe /filters/:filter APl endpoint
[ Milters/:filter (CGFT)
U] /filters/:filter (PUT)

[l /ilters/:filter (C[[T1)

The /uice.s APl endpoint

/filters (G ET)

The /filters APl endpoint provides HTTP GET access to filter data.

EXAMPLE

The following example demonstrates a request to the  /filters AP, resulting inB JSON Array
containing filter definitions.

curl http://127.0.0.1:8080/api/core/v2/namespaces/default/filters -H

"Authorization: Bearer S$SENSU TOKEN"
[

"metadata": {


https://docs.sensu.io/sensu-go/5.7/api/filters/
https://docs.sensu.io/

"name": "state change only",
"namespace": "default",
"labels": null,
"annotations": null
},
"action": "allow",
"expressions": [
"event.check.occurrences == 1"
1,

"runtime assets": []

API Specification

[filters (GET)

description Returns the list of filters

example url http//hostname:8080/api/core/v2/namespaces/default/filters

nse codes '] Success 00 (OK)
0 Error 500 (Internal Server

"metadata": {
"name": "state change only",
"namespace": "default",
"labels": null,
"annotations": null

},

"action": "allow",

"expressions": [

"event.check.occurrences == 1"


http://hostname:8080/api/core/v2/namespaces/default/filters

1,

"runtime assets": []

"metadata": {
"name": "development filter",
"namespace": "default",
"labels": null,
"annotations": null
b,
"action": "deny",
"expressions": [
"event.entity.metadata.namespace == 'production'"

1,

"runtime assets": []

/filters (POST)

[filters (POST)

description Create a Sensu filter.

D/api/core/v2/namespaces/default/filters

example UR http /hostname

"metadata": {
"name": "development filter",
"namespace": "default",
"labels": null,
"annotations": null

},

"action": "deny",

"expressions": [

"event.entity.metadata.namespace == 'production'"


http://hostname:8080/api/core/v2/namespaces/default/filters

1,

"runtime assets": []

response codes [l Success 200 (OK)
1 Malformed: 400 (Bac

T Error: 500 (Internal Se

The /filters/:filter API endPOint

/filters/:filter (G ET)

The /filters/:filter APl endpoint provides HTTP GET access to filter data for specific :filter

definitions, by filter name .

EXAMPLE

In the following example, querying the  /filters/:filter APl returns a JSON MapBontaining the
requested filter _definition (in this example: for

the :filter F&WW:UEstate_change_only}

curl

http://127.0.0.1:8080/api/core/v2/namespaces/default/filters/state change only -H
"Authorization: Bearer S$SENSU TOKEN"

{

"metadata": {
"name": "state change only",
"namespace": "default",
"labels": null,
"annotations": null

},

"action": "allow",

"expressions": [

"event.check.occurrences == 1"



1,

"runtime assets": []

API Specification

[filters/:filter
(] p)
SCription Returns a filter

example u tto/hostnan 10 )/nam : fault/filters/state_chang
e e type
response codes ' Success 0!

Missing 10/

[0 Error: 500 (Internal Server Error)
{

"metadata": {
"name": "state change only",
"namespace": "default",
"labels": null,
"annotations": null
by
"action": "allow",
"expressions": [
"event.check.occurrences == 1"
I

"runtime assets": []

/filters/:filter (PUT)


http://hostname:8080/api/core/v2/namespaces/default/filters/state_change_only

API Specification

[filters/:filter
(PUT)

"metadata": {
"name": "development filter",
"namespace": "default",
"labels": null,
"annotations": null
},
"action": "deny",
"expressions": [
"event.entity.metadata.namespace == 'production'"

1,

"runtime assets": []

response codes (] Success 201 (Created)
1 Malformed: 200 (Bad
L1 Error: 500 (Internal Server

/filters/:filter (DELETE)

he /filters/:filter APl endpoint provides HTTP DELETE access to delete a filter from Sensu

given the filter name.

EXAMPLE


http://hostname:8080/api/core/v2/namespaces/default/filters/development_filter

shows a reqguest to delete the filter production-only , resulting in a

curl -X DELETE \

-H "Authorization: Bearer S$SENSU TOKEN" \
http://127.0.0.1:8080/api/core/v2/namespaces/default/filters/production-only

HTTP/1.1 204 No Content

API Specification

[filters/:filter
(DELETE)

example url Ap: 1ar al 2/na s0aces lters/production
only

P
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Handlers API

O Ihe /handlers APl endpoint
O /handlers (GET)
[l /handlers (POST)
00 Ihe /handlers/:handler APl endpaoint
'] /handlers/:handler (GO ]
'] /handlers/:handler (PUT)
'l /handlers/:handler (D[ [[F)

The /handlers API endPOint

/handlers (G ET)

The /handlers APl endpoint provides HTTP GET access to handler data

EXAMPLE

The following example demonstrates a request to the  /handlers AP resulting inB JSON Array
containing handler definitions.

curl http://127.0.0.1:8080/api/core/v2/namespaces/default/handlers -H "Authorizatio
$SENSU_ TOKEN"
[

"metadata": {


https://docs.sensu.io/sensu-go/5.7/api/handlers/
https://docs.sensu.io/

"name": "slack",
"namespace": "default",
"labels": null,
"annotations": null
b,
"command": "sensu-slack-handler --channel '#monitoring'",

"env _vars": [

"SLACK WEBHOOK URL=https://hooks.slack.com/services/T00000000/B00000000/XXXXXXXXXXX
1,
"filters": [
"is incident",
"not silenced"
1,
"handlers": [],
"runtime assets": [],
"timeout": O,

"type": "pipe"

API Specification

/handlers
(GET)

nse ] Success 200 (OK)
codes [] Error 500 (Internal Server



http://hostname:8080/api/core/v2/namespaces/default/handlers

{
"metadata": {
"name": "slack",
"namespace": "default",
"labels": null,
"annotations": null
},
"command": "sensu-slack-handler --channel '#monitoring'",
"env_vars": [

"SLACK WEBHOOK URL=https://hooks.slack.com/services/T00000000/B00000000
1,
"filters": [
"is incident",
"not silenced"
1,
"handlers": [1],
"runtime assets": [],
"timeout": O,

"type": "pipe"

},
{
"metadata": {
"name": "influx-db",
"namespace": "default",
"labels": null,
"annotations": null
},
"command": "sensu-influxdb-handler -d sensu",
"env _vars": [

"INFLUXDB ADDR=http://influxdb.default.svc.cluster.local:8086",
"INFLUXDB USER=sensu",
"INFLUXDB PASSWORD=password"

1,

"filters": [1,

"handlers": [1,

"runtime assets": [],

"timeout": 0,

"type": "pipe"



/handlers (POST)

/handlers
(POST)

)/namespaces/default/handlers

"metadata": {
"name": "influx-db",
"namespace": "default",
"labels": null,
"annotations": null
},
"command": "sensu-influxdb-handler -d sensu",

"env _vars": [

"INFLUXDB ADDR=http://influxdb.default.svc.cluster.local:8086",

"INFLUXDB USER=sensu",
"INFLUXDB PASSWORD=password"

1,

"filters": [1],

"handlers": [1,

"runtime assets": [],

"timeout": O,

"type": "pipe"

'] Success 200 (OK)


http://hostname:8080/api/core/v2/namespaces/default/handlers

The /handlers/:handler API endPOint

/handlers/:handler (G ET)

The /handlers/:handler APl endpoint provides HTTP GET access to handler data for specific

:handler definitions, by handler name .

EXAMPLE

In the following example, queny
requested :handler _definition (in this example: for the :handler namedl slack )

curl http://127.0.0.1:8080/api/core/v2/namespaces/default/handlers/slack -H "Author
Bearer $SENSU TOKEN"
{
"metadata": {
"name": "slack",
"namespace": "default",
"labels": null,
"annotations": null
},
"command": "sensu-slack-handler --channel '#monitoring'",

"env vars": [

"SLACK WEBHOOK URL=https://hooks.slack.com/services/T00000000/B00000000/XXXXXXXXXXX
1,
"filters": [
"is incident",
"not silenced"
1,
"handlers": [],

"runtime assets": [],



"timeout": O,

"type": "pipe"

API Specification

/handlers/:handler

(GET)

cription Returns a handler.

example url http//hostname:8080/api/core/v2/namespaces/default/nandlers/slack

1 Missing 40/ (NoO
O Error 500 (Internal Server Error)

"metadata": {
"name": "slack",
"namespace": "default",
"labels": null,
"annotations": null
by
"command": "sensu-slack-handler --channel '#monitoring'",

"env vars": [

"SLACK WEBHOOK URL=https://hooks.slack.com/services/T00000000,
1,
"filters": [
"is incident",
"not silenced"
1,
"handlers": [],

"runtime assets": [],


http://hostname:8080/api/core/v2/namespaces/default/handlers/slack

"timeout": O,

"type" : "pipe"

/handlers/:handler (PUT)

API Specification

/handlers/:handler
(PUT)

/api/core/v2/namespaces/default/handlers/influx-db

"metadata": {
"name": "influx-db",
"namespace": "default",
"labels": null,
"annotations": null
},
"command": "sensu-influxdb-handler -d sensu",

"env vars": [

"INFLUXDB ADDR=http://influxdb.default.svc.cluster.local:8086",

"INFLUXDB USER=sensu",
"INFLUXDB PASSWORD=password"

1,

"filters": [1],

"handlers": [1],

"runtime assets": [],

"timeout": O,

"type" : "pipe"


http://hostname:8080/api/core/v2/namespaces/default/handlers/influx-db

response codes [l Success 201 (Created,
1 Malformed: 400 (Bad Reques
[0 Error: 500 (Internal Server Error)

/handlers/:handler (DELETE)

he /handlers/:handler AP endpoint provides HTTP DELETE access to delete a handler from
Sensu given the handler name

EXAMPLE

o delete the handler slack , resulting in a successful HTTP

curl -X DELETE \
-H "Authorization: Bearer S$SENSU TOKEN" \

http://127.0.0.1:8080/api/core/v2/namespaces/default/handlers/slack

HTTP/1.1 204 No Content

API Specification

/handlers/:handler

(DELETE)

description Removes a handler from Sensu given the handler name

example url http//hostname:8080/api/core/v2/namespaces/default/nandlers/slack

response codes [l Success 20 (Accepted)
[ Missing 404 (Not Found)


http://hostname:8080/api/core/v2/namespaces/default/handlers/slack

0O Error: 500 (Internal Server Error)

P
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Health API

The /wcaicn APl endpoint

/health (G ET)

The /health APl endpoint provides HTTP GET access to health data for your Sensu instance.

EXAMPLE

The following example demonstrates a request to the  /health AP, resulting inB JSON map
containing Sensu health data.

curl http://127.0.0.1:8080/health

HTTP/1.1 200 OK
{
"Alarms": null,
"ClusterHealth": [
{
"MemberID": 9882886658148554927,
"Name": "default",
"Erpts it

"Healthy": true


https://docs.sensu.io/sensu-go/5.7/api/health/
https://docs.sensu.io/

API Specification

/health (GET)

description Returns health information about the Sensu instance

example url http

"1 Success V00 (OK)
[l Error: 500 (Internal Server Error

"Alarms": null,
"ClusterHealth": [
{
"MemberID": 9882886658148554927,
"Name": "default",
"Err": "',

"Healthy": true

P


http://hostname:8080/health
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Hooks API

O Ihe /hooks APl endpoint
] /hooks (GET)
| /hooks (POCT)
00 Ihe /hooks/:hook APl endpoint
'l /hooks/:hook (PUT)
'l /hooks/:hook (D F1F)

The /hooks API endeint

/hooks (G ET)

The /hooks API endpoint provides HTTP GET access to hook data.

EXAMPLE

The following example demonstrates a request to the  /hooks API, resulting inB JSON Array
containing hook definitions.

curl http://127.0.0.1:8080/api/core/v2/namespaces/default/hooks -H

"Authorization: Bearer S$SENSU TOKEN"
[

"metadata": {


https://docs.sensu.io/sensu-go/5.7/api/hooks/
https://docs.sensu.io/

"name": "process-tree",
"namespace": "default",
"labels": null,
"annotations": null

}I

"command": "ps aux",

"timeout": 10,

"stdin": false

API Specification

/hooks (GET)

scription Returns the list of hooks

example url nttp//hostname:8080/api/core/v2/namespaces/default/nooks

nse codes '] Success 00 (OK)
0 Error 500 (Internal Server

"metadata": {
"name": "process-tree",
"namespace": "default",
"labels": null,
"annotations": null

},

"command": "ps aux",

"timeout": 10,

"stdin": false


http://hostname:8080/api/core/v2/namespaces/default/hooks

"metadata": {
"name": "nginx-log",
"namespace": "default",
"labels": null,
"annotations": null
b,
"command": "tail -n 100 /var/log/nginx/error.log",
"timeout": 10,

"stdin": false

/hooks (POST)

/hooks (POST)

example UR http/hostname

"metadata": {
"name": "process-tree",
"namespace": "default",
"labels": null,
"annotations": null

},

"command": "ps aux",

"timeout": 10,

"stdin": false

Se codes [] Success. V00 (O
71 Malformed 400 (Bad Reguest)



http://hostname:8080/api/core/v2/namespaces/default/hooks

0 Error. 500 (Internal Server Error

The /ucoks/:noox APl endpoint

/hooks/ :hook (G ET)

Ne /hooks/:hook APl endpoint provides > GET access to hook data for specific  :hook

definitions, by hook name

EXAMPLE

In the following example, guerying the  /hooks/:hook API returns a JSON MapOontaining the

ed :hook _definition (in this example: for the :hook NamedCprocess-tree ).

curl http://127.0.0.1:8080/api/core/v2/namespaces/default/hooks/process-tree
"Authorization: Bearer SSENSU TOKEN"
{
"metadata": {
"name": "process-tree",
"namespace": "default",
"labels": null,
"annotations": null
},
"command": "ps aux",
"timeout": 10,

"stdin": false

API Specification

/hooks/:hook

(GET)




example url http//hostname:8080/api/core/v2/namespaces/default/hooks/process-

response codes [] Success 200 (OK)
"1 Missing 40
0O Error: HO0 (Internal Server Error,

4 (Not Found)

"metadata": {
"name": "process-tree",
"namespace": "default",
"labels": null,
"annotations": null

}I

"command": "ps aux",

"timeout": 10,

"stdin": false

/hooks/:hook (PUT)

API Specification

/hooks/:hook
(PUT)

example UR http /hostname:8080/api/core/v2/namespaces/default/hooks/process



http://hostname:8080/api/core/v2/namespaces/default/hooks/process-tree
http://hostname:8080/api/core/v2/namespaces/default/hooks/process-tree
http://hostname:8080/api/core/v2/namespaces/default/hooks/process-tree
http://hostname:8080/api/core/v2/namespaces/default/hooks/process-tree

"metadata": {
"name": "process-tree",
"namespace": "default",
"labels": null,
"annotations": null

b,

"command": "ps aux",

"timeout": 10,

"stdin": false

response codes '] Success V01 (C
1 Malformed: 100 (Bac
[l Error: b0

/hooks/ :hook (DELETE)

s HTTP DELETE access to delete a check hook from Sensu

The /hooks/:hook API endpoint proy

+ ¢
o
<

nook name.

EXAMPLE

rC

hows a request to delete the hook process-tree , resulting in a

The following example s
HTTP 204 No Content response.

curl -X DELETE \
-H "Authorization: Bearer S$SENSU TOKEN" \

http://127.0.0.1:8080/api/core/v2/namespaces/default/hooks/process-tree

HTTP/1.1 204 No Content



API Specification

/hooks/:hook
(DELETE)

response codes [] Success V0 (Accepted)
71 Missing 404 (Not Found)
[ Error: D00 (Internal server Error

P
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License management API
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Mutators API

0 IThe /mutators APl endpoint
[l /mutators (O[]
0 /mutators (POST)
00 Ihe /mutators/:mutator APl endpaoint
'] /mutators/:mutator (I ]
" /mutators/:mutator (]
1 /mutators/:mutator (D[ F[F)

The /mutators API endPOint

/mutators (G ET)

The /mutators APl endpoint provides HTTP GET access to mutator data.

EXAMPLE

The following example demonstrates a request to the  /mutators AP resulting inB JSON Array
containing mutator definitions.

curl http://127.0.0.1:8080/api/core/v2/namespaces/default/mutators -H

"Authorization: Bearer S$SENSU TOKEN"
[

"metadata": {


https://docs.sensu.io/sensu-go/5.7/api/mutators/
https://docs.sensu.io/

"name": "example-mutator",
"namespace": "default",
"labels": null,
"annotations": null
},
"command": "example mutator.go",
"timeout": O,
"env _vars": [],

"runtime assets": []

API Specification

/mutators (GET)

description Returns the list of mutators

example url http//hostname . 8080/api/core/v2/namespaces/default/mutators

nse codes '] Success V00 (OK)
0 Error 500 (Internal Server

"metadata": {
"name": "example-mutator",
"namespace": "default",
"labels": null,
"annotations": null
},
"command": "example mutator.go",
"timeout": O,
"env_vars": [],

"runtime assets": []


http://hostname:8080/api/core/v2/namespaces/default/mutators

/mutators (POST)

/mutators
(POST)

example UR http:/hostname:8080/api/core/v2/namespaces/default/mutators

"metadata": {
"name": "example-mutator",
"namespace": "default",
"labels": null,
"annotations": null
},
"command": "example mutator.go",
"timeout": O,
"env _vars": [],

"runtime assets": []

response codes ] Success 200 (OK)
[l Malformed: 400 (Bad ,
0 Error: 500 (Internal Server Error,

The /mutators/:mutator API endPOint


http://hostname:8080/api/core/v2/namespaces/default/mutators

/mutators/:mutator (GET)

The /mutators/:mutator APIendpoint provides HTTP GET access to mutator data for specific
:mutator definitions, by mMutaior name

EXAMPLE

In the following example, querying the /mutators/:mutator APIreturns a JSON MapBontaining the

reguested

:mutator NAaMedl example-mutator )

curl http://127.0.0.1:8080/api/core/v2/namespaces/default/mutators/example-
mutator -H "Authorization: Bearer SSENSU TOKEN"
{
"metadata": {
"name": "example-mutator",
"namespace": "default",
"labels": null,
"annotations": null
},
"command": "example mutator.go",
"timeout": O,
"env_vars": [],

"runtime assets": []

API Specification

/mutators/:mutator
(G ET)

~foul/mutators/mutator



http://hostname:8080/api/core/v2/namespaces/default/mutators/mutator-name
http://hostname:8080/api/core/v2/namespaces/default/mutators/mutator-name

'] Sueccess Y00 (OK
1 Missing 404 (Not Found,
O Error: 500 (Internal Server Error)

>~

"metadata": {
"name": "example-mutator",
"namespace": "default",
"labels": null,
"annotations": null
by
"command": "example mutator.go",
"timeout": O,
"env _vars": [],

"runtime assets": []

/mutators/:mutator (PUT)

API Specification

/mutators/:mutator

(PUT)

gescription Create or update a Sensu mutator.

example UR http/hostname:8080/api/care/v2/namespaces/default/mutators/example-

"metadata": {
"name": "example-mutator",
"namespace": "default",

"labels": null,


http://hostname:8080/api/core/v2/namespaces/default/mutators/example-mutator
http://hostname:8080/api/core/v2/namespaces/default/mutators/example-mutator

"annotations": null
}I
"command": "example mutator.go",
"timeout": O,
"env vars": [],

"runtime assets": []

Success V01 (Created)

/mutators/:mutator (DELETE)

The /mutators/:mutator AP endpoint provides HTTP DELETE access to delete a mutator from

Sensu given the mutator name.

o

EXAMPLE

ne following example shows a request to delete the mutator example-mutator , resulting in a

curl -X DELETE \

-H "Authorization: Bearer SSENSU TOKEN" \
http://127.0.0.1:8080/api/core/v2/namespaces/default/mutators/example-mutator

HTTP/1.1 204 No Content

API Specification

/mutators/:mutator

(DELETE)




~ A~ D)
core/NA/

‘1 Error >
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Namespaces API

O Ihe /namespaces APl endpoint
'] /namespaces ([ ]
[l /namespaces (POST)

[ Ihe /namespaces/:namespace APl endpoint
| /namespaces/:namespace [ |
'] /namespaces/:namespace (| [T

The /namespaces API endeint

/namespaces (G ET)

The /namespaces API endpoint provides HTTP GET access to namespace data.

EXAMPLE

The following example demonstrates a request to the  /namespaces AP, resulting inB JSON Array
containing namespace definitions

curl http://127.0.0.1:8080/api/core/v2/namespaces —-H "Authorization: Bearer
$SENSU_TOKEN"
[

"name": "default"

b


https://docs.sensu.io/sensu-go/5.7/api/namespaces/
https://docs.sensu.io/

"name": "development"

API Specification

/namespaces

(GET)

description Returns the list of namespaces

example url nttp//hostname 8080/apl/core/v2/namespaces

response codes '] Success V00 (OK)
0 Error: 500 (Internal Server

"name": "default"

"name": "development"

/namespaces (POST)

/namespaces

(POST)



http://hostname:8080/api/core/v2/namespaces

aescription Create a Sensu namespace

example UR http://hostname:8080/api/core/v2/namespaces

"name": "development"

1 Success 00 (OK)
1 Malformed: 400 (Bad Request)
O Error: 500 (Internal Server Error

The /namespaces/ :namespace API endPOint
/namespaces/ :namespace (PUT)

API Specification

/namespaces/:namespace
(PUT)

"name": "development"

response codes ] Success 201 (Created)
"1 Malformed 400 (Bad Request)



http://hostname:8080/api/core/v2/namespaces
http://hostname:8080/api/core/v2/namespaces/development

O Error: 500 (Internal Server Error

/namespaces/:namespace (DELETE)

Ne /namespaces/:namespace APl endpoin

orovides HTTP DI E access to delete a namespace

from Sensu given the namespace name

EXAMPLE

St to delete the namespace development , resulting in a

curl -X DELETE \

-H "Authorization: Bearer SSENSU TOKEN" \

http://127.0.0.1:8080/api/core/v2/namespaces/development

HTTP/1.1 204 No Content

API Specification

/namespaces/:namespace

(DELETE)

description

Removes a namespace from Sensu given the namespac

2SPONSe codes '] Success 204 (No Content)
1 Missing 404 (Not Found)
[ Error: 500 (Internal Server Error)



http://hostname:8080/api/core/v2/namespaces/development
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APl overview

Sensu Go 5.0 includes API v2.

The Sensu backend REST API provides access to Sensu workflow configurations and monitoring
event dataHor the Sensu agent API, see the agent reference.

URL format

Sensu APl endpoints use the standard URL format

/api/{group}/{version}/namespaces/{namespace} where:

0 {group} Isthe APl group. All currently existing Sensu APl endpoints are of group  core .
0 {version} Iisthe APl version. Sensu Go 50 uses APIvV2.

O {namespace} Iis the namespace name. The examples in these APl docs use the default
namespace. The Sensu APl requires that the authenticated user have the correct access
permissions for the namespace specified in the URL. If the authenticated user has the
correct cluster-wide permissions, you can leave out the = /namespaces/{namespace} pOrtion
of the URL to access Sensu resources across namespaces. See the RBAC reference for more
information about configuring Sensu users and access controls.

Data format

The APl uses JSON formatted requests and responsesh terms of - sensuctl output types, the Sensu
APl uses the json format, Not wrapped-json .

Versioning

The Sensu Go APl is versioned according to the format

v{majorVersion}{stabilityLevel}{iterationNumber} v2


https://docs.sensu.io/sensu-go/5.7/api/overview/
https://docs.sensu.io/

, In which is stable version 20he Sensu
API guarantees backward compatibility for stable versions of the API.

Sensu makes No guarantee that an alpha or beta APl will be maintained for any period of time Blpha
versions should be considered under active development and may not be published for every
release Beta APIs, while more stable than alpha versions, offer similarly short-lived lifespans and also
provide no guarantee of programmatic conversions when the APl is updated.

Access control

With the exception of the health APl the Sensu API requires authentication using a JWT access token.
Sensuctl provides an easy way to generate access tokens for short-lived use with the Sensu APITINhe
user credentials that you use to log in to sensuctl determine your permissions to get, list, create,
update, and delete resources using the Sensu AP

To generate an APl access token using sensuctl:

1. Install and log in to sensuctl.

Retrieve an access token for your user:

cat ~/.config/sensu/sensuctl/cluster|grep access token

The access token should be included in the output:

"access_ token": "eyJhbGciOiJIUzI1NiIs...",

w

Copy the access token into the authentication header of the API request. For example:

curl http://127.0.0.1:8080/api/core/v2/namespaces/default/events -H
"Authorization: Bearer eyJhbGciOiJIUzI1NiIs..."

Access tokens last for around 15 minutes.l your token expires, you should see a 401 Unauthorized
response from the API.

To create a new token, first run any sensuctl command (like  sensuctl event 1ist )then repeat
the steps above.



Request size

APl request bodi ) to 0512 MB in size.

LU

s are limitec

P
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Role bindings API

O Ihe /rolebindings APl endpoint
(] /rolebindings (GL1)
'l /rolebindings (POST)
] [he /rolebindin :rolebinding APl endpoint
"l /rolebindings/:rolebinding (G [)
| /rolebindings/:rolebinding (F /]
'l /rolebindings/:rolebinding (D[ = [F]

The /rolebindings API endPOint

/rolebindings (G ET)

The /rolebindings API endpoint provides HTTP GET access to role binding data.

EXAMPLE

The following example demonstrates a request to the /rolebindings AP resulting inB JSON Array
containing role binding definitions

curl http://127.0.0.1:8080/api/core/v2/namespaces/default/rolebindings -H

"Authorization: Bearer S$SENSU TOKEN"

HTTP/1.1 200 OK
[


https://docs.sensu.io/sensu-go/5.7/api/role-bindings/
https://docs.sensu.io/

"subjects": [
{
"type": HGroup",

"name": "readers"

1,
"role ref": {
"type": "Role",
"name": "read-only"
},
"metadata": {
"name": "readers-group-binding",

"namespace": "default"

API Specification

/rolebindings
(GET)

1 Success 00 (OK)
O Error: 500 (Internal Server Error

"subjects": [
{
"type" : "GroupH,


http://hostname:8080/api/core/v2/namespaces/default/rolebindings

/rolebindings (POST)

/rolebindings
(POST)

"name": "readers"

1,

"role ref": {

thpe": "ROle",

"name": "read-only"

b

"metadata": {

" name n

: "readers-group-binding",

"namespace": "default"

example UR

O/api/core/v2/name

ces/de

ault/rolebin

dings

"subjects"
{
lltype|'

1] name w

1,

"role ref"
"type":
"name" :

b,

"metadata"

"name" :

|

: "Group",

: "readers"

2 q
"Role",

"read-only"

: {

"readers-group-binding",


http://hostname:8080/api/core/v2/namespaces/default/rolebindings

"namespace": "default"

The /rolebindings/:rolebinding API endPOint

/rolebindings/:rolebinding (G ET)

to role binding data for

-

Ne /rolebindings/:rolebinding APl enc

ole

Nt provides HTTP GET ace

HNAdiNg name

cific :rolebinding definitions, by

EXAMPLE

s example, guerying the  /rolebindings/:rolebinding APl returns a JSON Map

> reques :rolebinding _definition (in this example: for the :rolebinding

readers-group-binding |

curl http://127.0.0.1:8080/api/core/v2/namespaces/default/rolebindings/readers-

group-binding -H "Authorization: Bearer S$SSENSU TOKEN"

HTTP/1.1 200 OK
{
"subjects": [
{
"type": "Group",

"name": "readers"

1,

"role ref": {

"type": "Role",



"name": "read-only"

},
"metadata": {
"name": "readers-group-binding",

"namespace": "default"

API Specification

/rolebindings/:rolebinding
(GET)

e e type
response codes 1 Success 00 (OK)
[ Missing 104 (
1 Error: 500 ( rError

{
"subjects": [
{
"type": "Group",
"name": "readers"
}
1y

"role ref": {
"type": "Role",
"name": "read-only"
s
"metadata": {

"name": "readers—-group-binding",


http://hostname:8080/api/core/v2/namespaces/default/rolebindings/readers-group-binding
http://hostname:8080/api/core/v2/namespaces/default/rolebindings/readers-group-binding

"namespace": "default"

/rolebindings/:rolebinding (PUT)

API Specification

/rolebindings/:rolebinding
(PUT)

example Ul ttp//hostname: 10] e name es/default/rolebinding:
oy N
ayl
{
"subjects": [
{
"type": "Groupll,
"name": "readers"
}
1,

"role ref": {
"type": "Role",
"name": "read-only"
},
"metadata": {
"name": "readers-group-binding",

"namespace": "default"



http://hostname:8080/api/core/v2/namespaces/default/rolebindings/readers-group-binding
http://hostname:8080/api/core/v2/namespaces/default/rolebindings/readers-group-binding

poNse codes Success 20 (Created)
1 Malformed: 4100 (F
O Error: 500 (Internal Server Error)

/rolebindings/:rolebinding (DELETE)

The /rolebindings/:rolebinding APl endpoint provides HTTP DELETE access to delete a role

binding from Sensu given the role binding name.

EXAMPLE

ving example shows a request to delete the role binding dev-binding , resulting in a

HTTP 204 No Conten

The folloy
U

curl -X DELETE \
-H "Authorization: Bearer S$SENSU TOKEN" \
http://127.0.0.1:8080/api/core/v2/namespaces/default/rolebindings/dev-binding

HTTP/1.1 204 No Content

API Specification

/rolebindings/:rolebinding

(DELETE)

Removes a role binding from Sensu given the role binding name

/api/core/v2/names

example url http/hostname:

piNdiNg



http://hostname:8080/api/core/v2/namespaces/default/rolebindings/dev-binding
http://hostname:8080/api/core/v2/namespaces/default/rolebindings/dev-binding

P
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Roles API

O Ihe /roles APl endpoint
0 /roles (GFT)
0 /xoles (POST)
00 Ihe /roles/:role APl endpoint
'l /roles/:role (PUT)
] /roles/:role (DL TF

The /roles API endeint

/roles (G ET)

The /roles APl endpoint provides HTTP GET access to role data.

EXAMPLE

The following example demonstrates a request to the  /roles API resulting inB JSON Array
containing role definitions

curl http://127.0.0.1:8080/api/core/v2/namespaces/default/roles -H

"Authorization: Bearer S$SENSU TOKEN"

HTTP/1.1 200 OK
[


https://docs.sensu.io/sensu-go/5.7/api/roles/
https://docs.sensu.io/

"rules": [

{
"verbs": [

"read"

1,

"resources": [

wkn

1,

"resource names": null

1,
"metadata": {
"name": "read-only",

"namespace": "default"

API Specification

scription Returns the list of roles

example url http//hostname . 8080/api/core/v2/namespaces/default/roles

response codes [] Success 200 (OK)
0 Error: 500 (Internal Server

"rules": [

"verbs": [


http://hostname:8080/api/core/v2/namespaces/default/roles

"read"

1,

"resources": [

"

1,

"resource names": null

1,

"metadata": {
"name": "read-only",

"namespace": "default"

/roles (POST)

/roles (POST)

scription Create a Sensu role.

example UR http

"rules": [

"verbs": [
"get",
"list"

1,

"resources": [
"events"

1,

"resource names": []


http://hostname:8080/api/core/v2/namespaces/default/roles

"metadata": {
"name": "event-reader",

"namespace": "default"

Request)
flaYa }7 o

)

The /roles/:role API endPOint

/roles/:role (G ET)

The /roles/:role APl endpoint provides HTTP GET access to ole data for specific

:role
definitions, by role name .

EXAMPLE

D

rying the /roles/:role APIreturns a JSON MapBontaining the
requested :role _definition (in this example: for the :role

In the following example, que

namedr read-only )

curl http://127.0.0.1:8080/api/core/v2/namespaces/default/roles/read-only -H
"Authorization: Bearer S$SENSU TOKEN"

HTTP/1.1 200 OK
{
"rules": [
{
"verbs": [
"read"
1,

"resources": [



"k

1,

"resource names": null

1,
"metadata": {
"name": "read-only",

"namespace": "default"

API Specification

/roles/:role
(c14p)]

example url http/hostname:8080/api/core/v2/namespaces/default/roles/read-only

response codes [] Success 200 (OK)

"rules": [
{
"verbs": [
"read"

1,

"resources": [

"k n

1,

"resource names": null


http://hostname:8080/api/core/v2/namespaces/default/roles/read-only

1,
"metadata": |
"name": "read-only",

"namespace": "default"

/roles/:role (PUT)

API Specification

/roles/:role
(PUT)

example L

"rules": [

"verbs": [
"get",
"list"

1,

"resources": [
"events"

1,

"resource names": []

1,
"metadata": {
"name": "event-reader",

"namespace": "default"


http://hostname:8080/api/core/v2/namespaces/default/roles/event-reader
http://hostname:8080/api/core/v2/namespaces/default/roles/event-reader

response codes [] Success 201 (Created)
1 Malformed 400 (Bad Request)
[1 Error: 500 (Internal Server Error

/roles/:role (DELETE)

Ne /roles/:role APl endpoint provides HTTP DELETE access to delete a role from Sensu given
the role name

EXAMPLE

ne following example shows a request to delete the role  read-only , resulting in a successful HTTP

curl -X DELETE \
-H "Authorization: Bearer S$SENSU TOKEN" \

http://127.0.0.1:8080/api/core/v2/namespaces/default/roles/ready-only

HTTP/1.1 204 No Content

API Specification

/roles/:role

(DELETE)

description Removes a role from Sensu given the role name
example url http//hostname:8080/api/core/v2/namespaces/default/roles/ready



http://hostname:8080/api/core/v2/namespaces/default/roles/ready-only
http://hostname:8080/api/core/v2/namespaces/default/roles/ready-only

response codes "1 Success V04 (No Content)
[ Missing 404 (Not Found)
O Error: 500 (Internal Server Error)

P
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Silencing API

O Ihe /silenced APl endpoint
] /silenced (GLT)
'l /silenced (POST)

0 IThe /silenced/:silenced APl endpoint
'] /silenced/:silenced _G[ ]

] silenced/:silenced (Pl 1)

[ /silenced/:silenced (O[Tl

0 Ihe /silenced/subscriptions/:subscription APl endpoint
'l /silenced/subscriptions/:subscription ()
0 The ilen hecks/:check APl endpoint

[1 /silenced/checks/:check (1)

The /silenced API endPOint

/silenced (G ET)

The /silenced APl endpoint provides HTTP GET access to silencing entry data.

EXAMPLE

The following example demonstrates a request to the /silenced AP resulting inB JSON Array
containing silencing entry definitions.



https://docs.sensu.io/sensu-go/5.7/api/silenced/
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curl -H "Authorization: Bearer S$SENSU TOKEN" \

http://127.0.0.1:8080/api/core/v2/namespaces/default/silenced

HTTP/1.1 200 OK
[

"metadata": {
"name": "linux:check-cpu",
"namespace": "default",
"labels": null,
"annotations": null
}I
"expire": -1,
"expire on resolve": false,
"creator": "admin",
"subscription": "linux",

"begin": 1542671205

API Specification

/silenced (GET)

description Returns the list of silencing entries.
example url http//hostname:8080/api/core/v2/namespaces/default/silenced
e e type
esponse codes ] Success: 200 (OK
1 Error: 500 (Interna

"metadata": {


http://hostname:8080/api/core/v2/namespaces/default/silenced

"name": "linux:check-cpu",
"namespace": "default",
"labels": null,
"annotations": null
},
"expire": -1,
"expire on resolve": false,
"creator": "admin",
"subscription": "linux",

"begin": 1542671205

/silenced (POST)

/silenced

(POST)

description Create a Sensu silencing entry.

example UR

"metadata": {
"name": "linux:check-cpu",
"namespace": "default",
"labels": null,
"annotations": null
}I
"expire": -1,
"expire on resolve": false,
"creator": "admin",
"subscription": "linux",

"begin": 1542671205


http://hostname:8080/api/core/v2/namespaces/default/silenced

response codes '] Success V00 (OK)
[ Malformed: 400 (Bad
O Error: 500 (Internal Server

(T

The /silenced/:silenced API endPOint

/silenced/:silenced (G ET)

The /silenced/:silenced AP|endpoint provic
efinitions, by silencing ent

>ss to silencing entry datg for

I

soeclfic :silenced O

EXAMPLE

N A
1=

In the following ex: /silenced/:silenced APl returns a JSON MapBontaining t

encing entry definition (in this exar

nplte.

requested gi

ScCription

linux:check-cpu Dl
name and check name

curl -H "Authorization: Bearer $SENSU TOKEN" \
http://127.0.0.1:8080/api/core/v2/namespaces/default/silenced/linux:check-cpu

HTTP/1.1 200 OK
{
"metadata": {
"name": "linux:check-cpu",
"namespace": "default",
"labels": null,
"annotations": null
},
"expire": -1,
"expire on resolve": false,
"creator": "admin",
"subscription": "linux",

"begin": 1542671205



API Specification

/silenced/:silenced
(GET)

| Success: 200 (O
) Missing /0 |
[ Error: 500 (Internal Server Error)

ouna)

"metadata": {
"name": "linux:check-cpu",
"namespace": "default",
"labels": null,
"annotations": null
}I
"expire": -1,
"expire on resolve": false,
"creator": "admin",
"subscription": "linux",

"begin": 1542671205

/silenced/:silenced (PUT)


http://hostname:8080/api/core/v2/namespaces/default/silenced/linux:check-cpu
http://hostname:8080/api/core/v2/namespaces/default/silenced/linux:check-cpu

API Specification

/silenced/:silenced
(PUT)

"metadata": {
"name": "linux:check-cpu",
"namespace": "default",
"labels": null,
"annotations": null
}I
"expire": -1,
"expire on resolve": false,
"creator": "admin",
"subscription": "linux",

"begin": 1542671205

71 Error 500 (Intern:

/silenced/:silenced (DELETE)

Ne /silenced/:silenced APIendpoint provides HTTP DELETE access to delete a silencing en

silencing entry name .

EXAMPLE


http://hostname:8080/api/core/v2/namespaces/default/silenced/linux:check-cpu
http://hostname:8080/api/core/v2/namespaces/default/silenced/linux:check-cpu

In the following example, querying the /silenced/:silenced APIto delete

namedl1inux:check-cpu results in a successful 204 No Content response

curl -X DELETE \
-H "Authorization: Bearer S$SENSU TOKEN" \

http://127.0.0.1:8080/api/core/v2/namespaces/default/silenced/linux:check-cpu

HTTP/1.1 204 No Content

API Specification

/silenced/:silenced
(DELETE)

example url

] Missing 404 (Not
" Error: 500 (Internal Serve

The /silenced/subscriptions/:subscription API endPOint

/silenced/subscriptions/:subscription (G ET)

Ihe /silenced/subscriptions/:subscription APl endpoint pr

silencing entry data by subscription name

EXAMPLE


http://hostname:8080/api/core/v2/namespaces/default/silenced/linux:check-cpu
http://hostname:8080/api/core/v2/namespaces/default/silenced/linux:check-cpu

In the following example, querying the silenced/subscriptions/:subscription APl returns a

\rrayBontaining the requested silencing entries for the given subscription (in this example: for

curl -H "Authorization: Bearer S$SSENSU TOKEN" \

http://127.0.0.1:8080/api/core/v2/namespaces/default/silenced/subscriptions/linux

HTTP/1.1 200 OK
[

"metadata": {
"name": "linux:check-cpu",
"namespace": "default",
"labels": null,
"annotations": null
},
"expire": -1,
"expire on resolve": false,
"creator": "admin",
"subscription": "linux",

"begin": 1542671205

API Specification

/silenced/
subscriptions/
:subscription
(GET)



http://hostname:8080/api/core/v2/namespaces/default/silenced/subscriptions/linux

nse codes (] Success: 200 (O
Missing 4104 (
(1 Error 500 (Internal ¢

]

"metadata": {
"name": "linux:check-cpu",
"namespace": "default",
"labels": null,
"annotations": null
}I
"expire": -1,
"expire on resolve": false,
"creator": "admin",
"subscription": "linux",

"begin": 1542671205

The /silenced/checks/:check API endPOint

/silenced/checks/:check (G ET)

Ne /silenced/checks/:check APl endpoint provides HTTP GE

check name

EXAMPLE

crying the  silenced/checks/:check APl returns a. ontaining

siven check (in this example: for the check-cpu check)




curl -H "Authorization: Bearer S$SSENSU TOKEN" \
http://127.0.0.1:8080/api/core/v2/namespaces/default/silenced/checks/check-cpu

HTTP/1.1 200 OK
[

"metadata": {
"name": "linux:check-cpu",
"namespace": "default",
"labels": null,
"annotations": null

}I

"expire": -1,

"expire on resolve": false,

"creator": "admin",

"check": "linux",

"begin": 1542671205

API Specification

/silenced/checks/
:check (GET)

example url http//hostname 8080/apl/core/v2/namespaces/default/silenced/checks/che
cpu

e e type rra

e nse codes . Success 200 (OK)

1 Missing /04 (Nof

' Error: 500 (Intern:



http://hostname:8080/api/core/v2/namespaces/default/silenced/checks/check-cpu
http://hostname:8080/api/core/v2/namespaces/default/silenced/checks/check-cpu

"metadata": {

"name": "linux:check-cpu",

"namespace": "default",
"labels": null,
"annotations": null
}I
"expire": -1,
"expire on resolve": false,
"creator": "admin",
"check": "linux",

"begin": 1542671205
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Tessen API

The Tessen API is available in Sensu Go version 55.0 and laterBee the upgrade guide to upgrade your
Sensu installation, and visit the [atest APl documentation.

P
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You're viewing documentation for an older or pre-release version of Sensu Go. Click here for the latest.

Users API

0 The  /users APl endpaint
0 [fusers (GFT)
U fusers [POST)

0 The  fusers/:user APl endpoint
| /users/:user (i )
0 fusers/:user (PUT)

[l /users/:user (| [FTF)

O Ihe /users/:user/password APl endpoint

"1 /users/:user/password (PUT)

0 Ihe /users/:user/reinstate APl endpoint
[l /users/:user/reinstate M

0 Ihe /users/:user/groups APl endpoint

] users/:user/groups ([

O Ihe /users/:user/groups/:group APl endpoints

|| /users/:user/groups/:group _(~ /1)
] users/:user/groups/:group [ |

The /users API endPOint

/users (G ET)


https://docs.sensu.io/sensu-go/5.7/api/users/
https://docs.sensu.io/

\P| endpoint provides HTTP GET access to user data

The /Jusers

EXAMPLE

Jemonstrates a request to the  /users APl resulting inB JSON Array

curl -H "Authorization: Bearer SSENSU TOKEN" \
http://127.0.0.1:8080/api/core/v2/users

HTTP/1.1 200 OK
[

"username": "admin",
"groups": [
"cluster-admins"

1,
"disabled": false

"username": "agent",
"groups": [

"system:agents"

1,
"disabled": false

API Specification

of users



http://hostname:8080/api/core/v2/users

responNse cooes [1 Success. 200 (OK)

— ~

O Error: 500 (Internal Server Error,

"username": "admin",
"groups": [
"cluster-admins"
1,
"disabled": false
}I
{

"username": "agent",
"groups": [
"system:agents"

1,
"disabled": false

/users (POST)

he /users APl endpoint provides HTTP POST acc O Cre a user

EXAMPLE

curl -X POST \
-H "Authorization: Bearer $SENSU TOKEN" \

-H 'Content-Type: application/json' \



-d '{

"username": "alice",

"groups": [

"ops"

I

"password": "temporary",

"disabled": false
PO
http://127.0.0.1:8080/api/core/v2/users

HTTP/1.1 200 OK
{

"username": "alice",
"groups": [
"ops "

1,
"disabled": false

API Specification

/users (POST)

scription Create a Sensu usel

example UR nttp//hostname:8080/apl/core

"username": "alice",
"groups": [
"ops"
]l
"password": "temporary",

"disabled": false



http://hostname:8080/api/core/v2/users

@
o
-
T
(I R B

uo

[] disabled 'Whensetto true ,invalidates

permissit

]

rcmOnNcae MmO ea
esponse Coues

]

|

The /users/:user API endPOint

/users/:user (G ET)

The /users/:user APl endpoint provides HTTP GET accs

5s to user data for a specific user by

username .

EXAMPLE

N MapBontaining the

In the following example, g

:user _definition (i

requested

curl -H "Authorization: Bearer $SENSU TOKEN" \
http://127.0.0.1:8080/api/core/v2/users/alice

HTTP/1.1 200 OK
{
"username": "alice",
"groups": [
"ops"
1,
"disabled": false



API Specification

/users/:user
(1= p)

codes 1 Success 00 (OK)
"1 Missing 404 (Not Found)
O Error: 500 (Internal Server Error,

"username": "alice",
"groups": [
"ops"
] 14
"disabled": false

/users/:user (PUT)

EXAMPLE

N this case to reset their password, resulting in an

curl -X PUT \

/users APIT

> 200 response anad


http://hostname:8080/api/core/v2/users/alice

-H "Authorization: Bearer SSENSU TOKEN" \

-H 'Content-Type: application/json' \

_d ‘{
"username": "alice",
"groups": [
"OpS"
1y
"password": "reset-password",

"disabled": false
Pt
http://127.0.0.1:8080/api/core/v2/users/alice

HTTP/1.1 200 OK

{
"username": "alice",
"groups": [
"ops"
1,
"disabled": false
}

API Specification

/users/:user
(PUT)

{
"username": "alice",
"groups": [
"ops"
]I
"password": "reset-password",

"disabled": false


http://hostname:8080/api/core/v2/users/alice

response codes (] Success: 200 (OK
1 Malformed /100 (Bac

_1 Error: 500 (Internal Server Error,

/users/:user (DELETE)

EXAMPLE

In the following example, an HTTP DELETE request is submitted to the /users/:user APIto disable

the user alice , resulting in a successful 204 (No Content) HTTP response code.

curl -X DELETE \
-H "Authorization: Bearer SSENSU TOKEN" \

http://127.0.0.1:8080/api/core/v2/users/alice

HTTP/1.1 204 No Content

API Specification

/users/:user

(DELETE)

description Disapbles a user given the username as a UR

example url http:/hostname:8080/api/core/v2/users/alice

[ Missing 404 (Not Found)
00 Error: 500 (Internal Server Error,


http://hostname:8080/api/core/v2/users/alice

The /users/:user/password API endeint

/users/:user/password (PUT)

EXAMPLE

Ne /users/:user/password APl endpoint provides HTTP PUT access to update a ]
mple, an HTTP PUT request is submitted to the  /users/:user/password

alice , resulting in a 200 (C

curl -X PUT \

-H "Authorization: Bearer SSENSU TOKEN" \

-H 'Content-Type:

-d '{

"username" :

"password":

PN
http://127.0

HTTP/1.1 200

application/Jjson' \

"alice",

"newpassword"

.0.1:8080/api/core/v2/users/alice/password

OK

API Specification

/users/:user/password

(PUT)

. ’ /Jﬂ‘\

Update the password for a Sens

example UR hito:

Nostname:8080/api/c

"username" :

"password":

"admin",

"newpassword"


http://hostname:8080/api/core/v2/users/alice/password

bayload parameters [0 username (sString, required): the username for the

Sensu user

[0 password (string, required): the user's new password

HONSe codes [] Success. V00 (OK)
C1 Malformed: 400 (Bad Request)
O Error: 500 (Internal Server Error)

The /users/:user/reinstate API endeint
/users/:user/reinstate (PUT)

The /users/:user/reinstate AP|endpoint provides HTTP PUT access to re-enable a disab

user

EXAMPLE

g example, an HTTP PUT request is submitted to the /users/:user/reinstate AP|TO
00 (OK) > response code.

enable the disabled user alice , resulting in a

curl -X PUT \

-H "Authorization: Bearer S$SENSU TOKEN" \

-H 'Content-Type: application/json' \
http://127.0.0.1:8080/api/core/v2/users/alice/reinstate

HTTP/1.1 200 OK

API Specification



/users/:user/reinstate

(PUT)

gescription Reinstate a disabled user.

nttp/hostname:8080/api/core/v2/users/alice/reinstate

example UR

,,,,,

response codes [l Success ~0OC
1 Malformed: 400 (Bac
[ Error D00 (Internal server

OK)

] Request)

The /users/:user/groups API endPOint

/users/:user/groups (DELETE)

ne /users/:user/groups APl endpoint provides HTTP DELETE access to remove a user from all

groups.

EXAMPLE

In the following example, an HTTP DELETE request is submitted to the /users/:user/groups AP

””” ul 204 (No Content)

to remove the user alice from all groups within Sensu, resulting in a success

HTTP response code

curl -X DELETE \
-H "Authorization: Bearer SSENSU TOKEN" \

http://127.0.0.1:8080/api/core/v2/users/alice/groups

HTTP/1.1 204 No Content

API Specification

/users/:user/groups


http://hostname:8080/api/core/v2/users/alice/reinstate

(DELETE)

description Removes a user from all groups.

(1 Error: 500

The /users/:user/groups/:group API endeintS

/users/:user/groups/:group (PUT)

The /users/:user/groups/:group APl endpoint provides HTTP PUT access to assign a
»! o

EXAMPLE

e following example, an HTTP PUT request is submitted to the /users/:user/groups/:group

> User alice fto the group ops . resulting in a successful 204 (No Content) [P

curl -X PUT \
-H "Authorization: Bearer SSENSU TOKEN" \

http://127.0.0.1:8080/api/core/v2/users/alice/groups/ops

HTTP/1.1 204 No Content

API Specification

/users/:user/groups/:group

(PUT)



http://hostname:8080/api/core/v2/users/alice/groups

description Add a user to a group.

example UR hitp//hostname:8080/api/core/v2/users/alice/grouns/ons

/users/:user/groups/:group (DELETE)

Ne /users/:user/groups/:group APl endpoint provides HTTP DELETE access to remo

e auser

EXAMPLE

In the following example, an HTTP DELETE request is submitted to the
/users/:user/groups/:group APl tOremove the user alice from the group ops , resulting in a

successtul 204 (No Content) HT TP response code

curl -X DELETE \
-H "Authorization: Bearer S$SENSU TOKEN" \

http://127.0.0.1:8080/api/core/v2/users/alice/groups/ops

HTTP/1.1 204 No Content

API Specification

/users/:user/groups/:group

(DELETE)



http://hostname:8080/api/core/v2/users/alice/groups/ops

Remo

("‘“/)‘\ DS

O Mlssmg:

[l Error: 50C
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Sensuctl quick reference

Quick reference

# Configure and log in with defaults
sensuctl configure

? Sensu Backend URL: http://127.0.0.1:8080
? Username: admin

? Password: P@sswOrd!

# Create resources from a file containing JSON resource definitions

sensuctl create --file filename.json

# See monitored entities

sensuctl entity list

# See monitoring events

sensuctl event list

# Edit a check named check-cpu

sensuctl edit check check-cpu

# See the JSON configuration for a check named check-cpu

sensuctl check info check-cpu --format wrapped-json


https://docs.sensu.io/sensu-go/5.7/sensuctl/quickstart/
https://docs.sensu.io/
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Sensuctl

0 Eirst-time setup

0 Managing sensuctl

[ Creating resources

0 Updating resources

0 Managing resources

0 Time formats

0 Shell auto-completion

0 Config files

Sensuctl is a command line tool for managing resources within Sensu. It works byBalling Sensu’s
underlying API to create, read, update, and delete resources Bvents, and entities. Sensuctl is available
for Linux, macOS, and Windows Bee the nstallation guide to install and configure sensuctl.

Getting help

Sensuctl supports a --help flag for each command and subcommand.

# See command and global flags

sensuctl --help

# See subcommands and flags

sensuctl check --help

# See usage and flags

sensuctl check delete --help


https://docs.sensu.io/sensu-go/5.7/sensuctl/reference/
https://docs.sensu.io/

First-time setup

O set up sensuctl, run sensuctl configure tO lOg N to sensuctl and connect to the Sensu

packend.

sensuctl configure

en prompted, input the Sensu backend URL and your Sensu access credentials.

? Sensu Backend URL: http://127.0.0.1:8080
? Username: admin

? Password: P@sswOrd!

? Namespace: default

? Preferred output format: tabular

Sensu backend URL

The HTTP or HTTPS URL where se
http://127.0.0.1:8080 IVhen co

e clusterdBor more information

Orcl PRsswOrd! 2nd o default

eate, update, and delete resources with sensuctl depends on the

el Named admin

serHor more information about configuring

Ur oensu us

control, see the RBAC reference.

Preferred output format

Sensuctl supports the following output formats:



tabular @ user-friendly, columnar format

[1 wrapped-json . accepted format for use with sensuctl create

[0 yaml : accepted format for use with  gensuctl create

json : format used

sed in, you can change the output format using sensuctl config set-format Or Set it per

=T L
o

~ . -
( \’/“(‘Q M)
N WA AV

command using the --format flag

Non-interactive

-n [ --non-interactive ) fl

YOu can run sensuctl configure NON-iNteractive

sensuctl configure -n --url http://127.0.0.1:8080 —--username admin --password

P@sswOrd! --format tabular

Managing sensuctl

>V fWF%CIJ’%%PTfjHYV}JCf«C(N“Hgt”éff?ﬁ ana set the

The sencutl config cormmand lets you \
and output format.

sensuctl config view

Sensu edition (Core or Enterprise), the default

api-url: http://127.0.0.1:8080



edition: core
format: wrapped-json

namespace: default

Set output format

set-format command to cha ault output format for the current user.

‘e the output format to  tabular :

sensuctl config set-format tabular

Set namespace

You can use the set-namespace COomMmand to change the default nam

to change the defe O development

sensuctl config set-namespace development

Log out of sensuctl

O log out of s
LOg OUL O S¢

sensuctl logout

sensuctl configure



View the sensuctl version number

sensuctl version

Global flags

-—api-url string host URL of Sensu installation

--cache-dir string path to directory containing cache & temporary files
—--config-dir string path to directory containing configuration files
--namespace string namespace in which we perform actions (default:

"default")

Creating resources

~ading from STDIN

urce definitions in

The sensuctl create command allows you to create or

or aflag configured file ( -£ )Ihe create command acc

N and YAM

ne contents of the

e

wrapped-json and yaml Both J ons wrap t

Oow for an example, and this tal

ource in spec and identify the r

of supported types

J

ource type
ee the reference docs for information about creating resource definitions.

N TA A
e T‘

wving file my-resources.json specifies two resourc

For example, t 2 marketing-site

nandler

check and 2 slack

"type": "CheckConfig",

"spec": {
"command": "check-http.go -u https://dean-learner.book",
"subscriptions": ["demo"],

"interval": 15,



"handlers": ["slack"],

"metadata" : {
"name": "marketing-site",
"namespace": "default"
}
}
}
{
"type": "Handler",
"api version": "core/v2",
"metadata": {
"name": "slack",
"namespace": "default"
},
"spec": {
"command": "sensu-slack-handler --channel '#monitoring'",
"env _vars": [

"SLACK WEBHOOK URL=https://hooks.slack.com/services/T00000000/B00000000/XXXXXXXXXXX
1,
"filters": [
"is incident",
"not silenced"
1,
"handlers": [],
"runtime assets": [],
"timeout": O,

lltype": llpipe"

NOTE: Commas cannot be included between JSON resource definitions when using

sensuctl create .

To create all resources from  my-resources.json USING sensuctl create !

sensuctl create --file my-resources.json



cat my-resources.json

sensuctl create

sensuctl create resource types

sensuctl create

types

AdhocRequest adhoc request Asset asset

CheckConfig check config ClusterRole cluster role

ClusterRoleBinding cluster role binding Entity entity

Event event EventFilter event filter

Handler handler Hook hook

HookConfig hook config Mutator mutator

Namespace namespace Role role

RoleBinding role binding Silenced silenced
Updating resources

tions r ext editorllo use  sensuctl edit , SPeC

For example, to edit a handler named slack using sensuctl edit :

sensuctl edit handler slack



sensuctl edit resource types

sensuctl edit

types

asset check cluster cluster-role
cluster-role- entity event filter
binding

handler hook mutator namespace
role role-binding silenced user

Managing resources
Sensuctl provides the following commands to manage Sensu resources

sensuctl asset
sensuctl check
sensuctl cluster

L n 1l cl r—-rol

sensuctl cluster-role-binding

sensuctl entit

sensuctl event

| sensuctl filter
sensuctl handler
sensuctl hook

sensuctl mutator

sensuctl role



[l sensuctl role-binding

[l sensuctl silenced

[l sensuctl r

Subcommands

s a standard set of list, info, and delete operations for mc urce types.

Sensuctl provic

list list resources

info NAME show detailed resource information given resource

name

delete NAME delete resource given resource name

For example, to list all monitoring checks:

sensuctl check list

0 list checks from all names

sensuctl check list --all-namespaces

o write all checks 10 my-resources.json 1 wrapped-json f(Ormat

sensuctl check list --format wrapped-json > my-resources.json

0 see the definition for a check named check-cpu IN wrapped-json _format:

[elwiws

sensuctl check info check-cpu --format wrapped-json

In addition to the sta
you to take st



specific operationsHor a list of subcommands specific to a resource, run  sensuctl TYPE --help .
sensuctl check
In addition to the standard subcommands, sensuctl provides a command to execute a check on
demand, given the check name.

sensuctl check execute NAME
For example, the followin mmMand executes the check-cpu check with an attached m

sensuctl check execute check-cpu --reason "giving a sensuctl demo"

D)

D
0
O
D
—t
B

U Ccan ¢ e subscriptions in the check definition:

Use the --subscriptions (8

sensuctl check execute check-cpu --subscriptions demo,webserver

sensuctl cluster

Ne sensuctl cluster command lets you mane I cluster using the following
subcommands.
health get sensu health status
member-add add cluster member to an existing cluster, with comma-separated
peer addresses
member-list list cluster members
member-remove remove cluster member by ID
member-update update cluster member by ID with comma-separated peer addresses

O view cluster members:



sensuctl cluster member-list

sensuctl cluster health

sensuctl event

y command to olve an event.

uctl provic

In addition to the standard subcomimands, sens

sensuctl event resolve ENTITY CHECK

~d by the entity  webserverl

For example, the following command manually resolves an event cree

2nd the check check-http !

sensuctl event resolve webserverl check-http

sensuctl namespace

See the RBAC reference for information about using access control with namespaces.

sensuctl user

\ nation about local user mar

Cran the DRAC roforoarnca FAr imfr
See the RBAC reference for infort

Time formats

ctl supports multiple time formats depending on the manipulated resource Bupported

u e {7 database.

Ime zone


https://en.wikipedia.org/wiki/List_of_tz_database_time_zones

WARNING: Canonical zone IDs (i.e. America/Vancouver ) are not supported onllVindows.

Dates with time

Full dates with

o, U

[ RFC3339 with numeric zone offset” 2018-05-10T07:04:00-08:00 OrL 2018-05-

ers and numeric zone offset: 2018-05-10 07:04:00508:00

1 canonical zone D) May 10 2018 7:04AMAmerica/Vancouver

Shell auto-completion

Installation (Bash Shell)

Make sure bash completion is installed. If vou use a current Linuxth 2 non-minimal installation, bash
completion should be availableDn macOS

brew install bash-completion
nen add the following to your ~/.bash_profile :

if [ -f $(brew --prefix)/etc/bash completion ]; then
$ (brew --prefix) /etc/bash completion
fi

e

Once bash-completion is available, add the following to your ~/.bash profile

source <(sensuctl completion bash)



~/.bash_profile Or launch a new terminal to utilize completion

source ~/.bash profile

Installation (ZSH)

Add the following to your ~/.zshrc :

source <(sensuctl completion zsh)

~/.zshrc Or launch a new terminal to utilize completion.

)

source ~/.zshrc

Usage

sensuctl _Tab

check configure event user

asset completion entity handler

sensuctl check Tab

create delete import 1list

Configuration files

During configuration, sensuctl creates configuration files that contain information for connecting to



your Sensu Go deployment. You can find them at  $HOME/ . config/sensu/sensuctl/profile and

$HOME/ . config/sensu/sensuctl/profile O examp

~
()
.

cat .config/sensu/sensuctl/profile

{
"format": "tabular",

"namespace": "demo"

cat .config/sensu/sensuctl/cluster

{
"api-url": "http://localhost:8080",
"trusted-ca-file": "",
"insecure-skip-tls-verify": false,
"access token": "XXXXXXXXXXXXXXXXXXXXXXXXXXXXXX",
"expires at": 1550082282,

"refresh token": "XXXXXXXXXXXXXXXXXXXXXXXXXKIXXXXX"

These are useful if you want to know what cluster you're connecting to, ¢

)
M
)

currently configured to use.

P

About Sensu

The Sensu monitoring event pipeline empowers businesses to automate their monitoring workflows and gain
deep visibility into their multi-cloud infrastructure, from Kubernetes to bare metal. Companies like Sony, Boxcom,



and Activision rely on Sensu to help deliver value faster, at scale.
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Sensu agent

All Platforms U

0 Installation

O Creafing events using service checks

0 Creating events using the StatsD listener

O Creating events using the agent socket (deprecated)

O Keepalive monitoring

[ Service management

0 Starting and stopping the service

[1 Registration and deregistration

0 Clustering

0 Time synchronization

O Configuration

0 APl configuration

0 Ephemeral agent configuration

J

Keepalive configuration

[ Security configuration

[0 Sacket configuration

StatsD configuration

J

The Sensu agent is a lightweight client that runs on the infrastructure components you want to
monitorBgents register with the Sensu backend as monitoring entities with type: "agent" Bgent
entities are responsible for creating check and metrics events to send to the backend event pipeline.



https://docs.sensu.io/sensu-go/5.7/reference/agent/
https://docs.sensu.io/

The Sensu agent is available for Linux, macOS, and Windows Bee the installation guide to install the
agent.

Creating monitoring events using service checks

Sensu’s use of the publish/subscribe pattern of communication a
ind deregistration of ephemeral systems Bt the core «

lows for automated reg] gIst ration
Nis model are Sensu agent s b%( ription

Fach Sensu ¢

sent has a defined set of  subseriptions | a list of roles and responsibilities assigned
to the )ythW 1 (for example: a webserver or database) llhese subscriptions determine which

monitoring checks are executed by the agentBge
executions on a group of syste

Nt subscriptions allow Sensu to request check
tatime, instead of a traditional 11 mapping of configured hosts
to monitoring chec “ksh order for an agent to execute a service check YOU Mmust \ap’e(\f\/ the same
subscription in the agent configuration and the check definition.

After receiving a check request from the Sensu backend, the agent:

1 Applies any tokens matching attribute values in the check definition.

NS

Fetches assets and stores them in its local cac

he. By default, agents cache asset data at
/var/cache/sensu/sensu-agent | C:\\ProgramData\sensu\cache\sensu-agent O

Windows systems) or as specified by the the 'cache-dir flag

e

3. Executes the check command .
4. Executes any hooks specified by the check based on the exit status.

5 Creates an event containing information about the applicable entity, check, and metric.

Subscription configuration

To comﬁcﬂ e subscriptions for an agent, set the. riptions flaglio configure subscriptions for a

check, set the check definition attr bute subscriptions .

Nt configuration, Sensu agent entities also subscribe
>ription matching their er*t\ty name Hor example, an agent entity with the
name: "i-424242" \)N; scribes to check requests with the subscription entity:i-424242 [N

mMakes it possible to generate ad-hoc check requests targeting specific entities via the API.

[«

In addition to the SUbSCprOr’WS defined in the ag
automatically to a s

Proxy entities


https://en.wikipedia.org/wiki/Publish%E2%80%93subscribe_pattern

(such a netw “'k /\/\hd'w:_EUPM@ 56 roxy entity definitions
are stored by the Sensu backend lVhen the bac \Jh ec k u at \mt des a

proxy entity name  [Ne agentin wvt\,j >s the provide v*ﬂty information in the event data in place
of the agent entity dataBee t r
more information about mon

kend requests a

a8

iNd ﬂ guide to monitoring external resources for

Creating monitoring events using the agent API

The Sensu agent API allows external sources to send monitoring data to ¢
- Sensu’s internal implementation.ihe agent API lis
specified by Lhe AP com'iguranr“ flags: only umsecwed HTTP (no HTTPS

requests for unknown endpoints result in a 404 Not Found response

sensu without needing to

know anything at

son The ad d ress and port
supported at this time Bny

/events (POST)

The /events APl provides HTTP POST acce

pipeline via the agent API.

s O publish monitoring events to the Sensu backend

Example

In the following example, an HTTP POST is submitted to the /events APl creating an event for
check named check-mysgl-status With the output could not connect to mysgl and a status

of 1 (warning), resulting in a 201 (Created) HTTP response c¢

curl -X POST \
-H 'Content-Type: application/json' \
-d '{
"check": {
"metadata": {

"name": "check-mysgl-status"

I

"status": 1,

"output": "could not connect to mysqgl"

FUOA



http://127.0.0.1:3031/events

HTTP/1.1 201 Created

PRO TIP: You can use the agent APl /events endpoint to create proxy entities by
including a proxy entity name attribute within the check scope.

Detecting silent failures

You can use the Sensu agent APl in combination with the check time-to-live attribute (TTL) to detect
silent failures, creating what's cormmonly referred to as a ‘dead man's switch” (source:  Wikipedia) By
using check TTLs, Sensu is able to set an expectation that a Sensu agent will publish additional
events for a check within the period of time specified by the TTL attribute I a Sensu agent fails to
publish an event before the check TTL expires, the Sensu backend creates an event with a status of
1 (warning) to indicate the expected event was not received Bor more information on check TTLs,
see the the check reference.

A great use case for the Sensu agent APl is to enable tasks which run outside of Sensu’s check
scheduling to emit events. Using the check TTL attribute, these events create a dead man’s switch,
ensuring that if the task fails for any reason, the lack of an “all clear” event from the task notifies
operators of a silent failure which might otherwise be missed i an external source sends a Sensu
event with a check TTL to the Sensu agent AP, Sensu expects another event from the same external
source before the TTL expires.

The following is an example of external event input via the Sensu agent APl using a check TTL to
create a dead man's switch for MySQL backups. we assume that a MySOL backup script runs
periodically and that we expect the job to take a little less than 7 hours to complete, in the case
where the job completes successfully, wed like a record of it but don't need to be alerted. If the job
fails for some reason, or continues running past the expected 7 hours, wed like to be alerted. In the
following example, the script sends an event which tells the Sensu backend to expect an additional
event with the same name within 7 hours of the first event

curl -X POST \
-H 'Content-Type: application/json' \
-d '{
"check": {
"metadata": {
"name": "mysqgl-backup-job"

by


http://en.wikipedia.org/wiki/Dead_man%27s_switch

"status": O,

"output": "mysqgl backup initiated",
"ttl": 25200

}
PO
http://127.0.0.1:3031/events

our

curl -X POST \
-H 'Content-Type: application/json' \
-d '
"check": {
"metadata": {
"name": "mysgl-backup-job"
y

"status": O,

"output": "mysqgl backup ran successfully!"

}
FUOA
http://127.0.0.1:3031/events

By omitting the TTL attribute from this event, the dead man’s switch being monitored by the Sensu

backend is also removed, effectively sounding the “all clear” for this iteration of the task.

API specification

/events (POST)

escription Accepts JSON event data and passes the event to the Sensu backen:



event pipeline for processing

example url http//hostname . 3031/events

"check": {
"metadata": {
"name": "check-mysgl-status"

bo
"status": 1,

"output": "could not connect to mysqgl"

payload attrioutes O check (required). All check data must be within the ' check
scope.

[l metadata I

metadata

[0 name (required) The metadata Sscope must contain the
name attribute with a string representing the name of the

monitoring ¢

response codes [1 Success ~01 (Created)
[J Malformed 400
[] Error 500 (Internal Server

/healthz (G ET)

The /healthz AP provides HTTP GET access to the status of the Sensu agent via the agent AP

Example

INnt

he following example, an HTTP GET is submitted to the /healthz API


http://hostname:3031/events

curl http://127.0.0.1:3031/healthz

esulting in a healthy response:

ok

API specification

/healthz (GET)

description Returns ok If the agent is active and connected to

S sensu backend unavailable | L[

example url nttp:/hostname:3031/healthz

Creating monitoring events using the StatsD listener

Sensu agents include a listener to send StatsD metrics to the event pipeline. By default, Sensu agents
lis \ 1 \Win for m ses that follow the  StatsD line
nts for ha ensu backend

echo 'abc.def.g:10|c' | nc -wl -u localhost 8125

Metrics received through the StatsD listener are not stored by Sensu, soll's important to configure

event handlers.

StatsD line protocol


http://hostname:3031/healthz
https://github.com/etsy/statsd
https://github.com/etsy/statsd
https://github.com/etsy/statsd

Ne Sensu StatsD listener accepts mes

—

<metricname>:<value>|<type>

For more information, s e StatsD documentation.

Configuring the StatsD listener

0 configure the StatsD listener, specify the  statsd-event-handlers _configuration flag in
configuration, and s (wﬂ\ agent

# Start an agent that sends StatsD metrics to InfluxDB

sensu-agent --statsd-event-handlers influx-db

ration flags to change the default settings for the StatsD listener

# Start an agent with a customized address and flush interval
sensu-agent --statsd-event-handlers influx-db --statsd-flush-interval 1 --statsd-

metrics-host 123.4.5.6 --statsd-metrics-port 8125

Creating monitoring events using the agent TCP and
UDP sockets

NOTE: The agent TCP and UDP sockets are deprecated in favor of the agent events API.

Using the TCP socket


https://github.com/etsy/statsd
https://github.com/etsy/statsd#key-concepts

The following is an example demonstrating external monitoring data input via the Sensu agent TCP
socketDhe examp

e uses Bash's built-in  /dev/tep file to communicate with the Sensu agent socket,

echo '{"name": "check-mysgl-status", "status": 1, "output": "error!"}' >

/dev/tcp/localhost/3030

You can also use the Netcat utility to send monitoring data to the agent socket:

echo '{"name": "check-mysgl-status", "status": 1, "output": "error!"}' | nc

localhost 3030

Using the UDP socket

jient UDP
N the Sensu Jgem socket.

The following is an example demonstrating external monitoring data input via the Sensu ¢
socketDhe examp

L
C

e uses Bash's built-in /dev/udp file to communicate v

echo '{"name": "check-mysgl-status", "status": 1, "output": "error!"}' >

/dev/udp/127.0.0.1/3030

You can also use the Netcat utility to send monitoring data to the agent socket:
echo '{"name": "check-mysgl-status", "status": 1, "output": "error!"}' | nc -u -

v 127.0.0.1 3030

Socket event format

The agent TCP and UDP sockets use a special event data format designed for backwards
compatib MT/ with Sensu 1x check results Bttributes specified in socket events appear in the resulting
event data pass

O the Sensu backend.

Example socket input: Minimum required attributes


http://nc110.sourceforge.net/
http://nc110.sourceforge.net/
https://docs.sensu.io/sensu-core/latest/reference/checks/#check-result-specification

"name": "check-mysgl-status",

"status":

"output":

L,

"error!"

Example socket input: All attributes

"name": "check-http",

"status":
"output":

"client":

"executed":

"duration":

L,
"404",

"sensu-docs-site",

1550013435,
1.903135228

Socket event specification

The Sensu

agent socke

Ny attributes not included in this specifi

ANV AT
cXAd

nple

"name": "check-mysgl-status"



tus ode of 0 (zero)
indicates ok . 1 Indicates WARNING . and indicates CRITICAL
exit status codes otherthan ‘0, 1 ,0r ica

=l UNKNOWN  OFf

"status": O

SCription 'he output produced by the check ' command .

example

"output": "CheckHttp OK: 200, 78572 bytes"

description 1L Ihe  client

ntity while

nis attribute to



https://docs.sensu.io/sensu-core/latest/reference/checks/#check-result-specification

example

"client": "sensu-docs-site"

executed

description he time the check was executed, in seconds since the Unix epoch

example

"executed": 1458934742

description The amount of time (in seconds) it took to execute the check

required false

"duration": 1.903135228




mmMmand included in this attribute

"command": "check-http.rb -u https://sensuapp.org"

IiHEHHHHIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII\

gescription

example

"interval": 60

Keepalive monitoring

1SU keepalives are the heartbeat mechanism
operational and able to reach the Sensu
entity configuration data to the Sensu backend according
keepalive-interval _ocla Sensy :
Oy the keepalive-timeout _flag the Sensu bac S a8 Ke alert
dashboard Bou can use keepalives to identify unhealthy systems and network partit
notifications, trigger

auto-remediation, and other useful actions.

NOTE: Keepalive monitoring is not supported for proxy entities, as they are inherently



unable to run a Sensu agent.

Handling keepalive events

keepalive

Slack notifice
~Nis Mo prc

[alajay

the

~
()

keepalive and add

keepalive handler set configuration looks like this:

"type": "Handler",
"api version": "core/v2",
"metadata" : {
"name": "keepalive",
"namespace": "default"
b
"spec": {
"type": "set",
"handlers": [

"slack"

Operation

Starting the service

y configuration flag

Use the sensu-agent tool to start the

O start the agent with configuration flags:




sensu-agent start --subscriptions disk-checks --log-level debug

To see available configuration flags an

sensu-agent start --help

If no configuration flags are provided, the agent loads configuration from

7N

O start the agent using a

Linux

sudo service sensu-agent start

Stopping the service

sudo service sensu-agent stop

Restarting the service

You must restart the agent to implement any configuration updates.

O restart the agent using a service

Linux

sudo service sensu-agent restart

/etc/sensu/agent.yml 0y



Enabling on boot

To enable the agent to start on sy

Linux

sudo systemctl enable sensu-agent

sudo systemctl disable sensu-agent

NOTE: On older distributions of Linux, use sudo chkconfig sensu-server on to enable the
agent and sudo chkconfig sensu-server off to disable.

Getting service status

To see the status of

Linux

service sensu-agent status

Getting service version

To get the current agent version using the  sensu-agent toOl

sensu-agent version



Getting help

The sensu-agent tool provides general and command-specific help flags:

2

# Show sensu-agent commands

sensu-agent help

# Show options for the sensu-agent start subcommand

sensu-agent start --help

Clustering

Agents can connect to a Sensu cluster by specitying any Sensu backend URL in the cluster in the
backend-url _configuration flag. For more information about clustering, see Sensu backend

datastore configuration flags and the guide to running a Sensu cluster.

Time synchronization

synchronized to a central NTP server.

;\/Pem clocks between agents and the backend should be
Dut of sync system time may cause issues with keepalive, metric, and check alerts

Registration

IN practice, agent registration happens when a Sensu backend processes an agent keepalive event
for an agent that is not already registered in the Sensu agent registry :(\7:;15@0 on the configured agent

stored in the Sensu baczker*o, and is accessible via sensuctl entity

name | 0N

uwrj edin
s and det

ntext to %Qr Su events

Registration events



If a Sensu event handler named registration is configured, the Sensu backend creates and

process an gvent for agent registration, applying any configured filters and mutators before executing
the configured handler.

PRO TIP: Use a handler set to execute multiple handlers in response to registration
events.

Registration events are useful for executing one-time handlers for new Sensu agents Bor example,

’@gé'f;thﬂt’(ﬂ event handlers can be used to update external configuration management databases
(CMDBs) such as ServiceNow.

[0 configure a registration event handler, please refer to the Sensu event handler documentation for
g

nstructions on creating a handler named registration .
WARNING: Registration events are not stored in the event registry, so they are not
accessible via the Sensu API; however, all registration events are logged in the Sensu
backend log.

Deregistration events

Similarly to registration events, the Sensu backend can create and process a deregistration event

when the Sensu agent process stopsHou can use deregistration events to trigger a handler that
updates external CMDBs or performs an action to dea*“ ephemeral infrastructureslo enable

deregistration events, use the deregister flag and specify the event handler using the
deregistration-handler fladHlou can specify a d@reg stration handler per agent using the
deregistration-handler _adent flag or by setting a default for all agents using the
deregistration-handler _backend configuration flag.

Configuration

You can specify the agen LU\W\BUFJUUP Using @ /etc/sensu/agent.yml file Or using
sensu-agent start command-line bg“El;F the example config file provided with Sensu at
/usr/share/doc/sensu—go—agent—5 0. O/agent yml .example Donfiguration provided via

command-line flags overrides attributes specified in a configuration fileMhe agent loads fﬂm'\guraﬁom
upon startup, so you must restart the ngem for any configuration updates to take effec

Configuration summary


https://en.wikipedia.org/wiki/Configuration_management_database
https://en.wikipedia.org/wiki/Configuration_management_database
https://www.servicenow.com/products/it-operations-management.html

$ sensu-agent start --help

start the sensu agent

Usage:

sensu—-agent start [flags]

Flags:

-—api-host string address to bind the Sensu client HTTP
API to (default "127.0.0.1")

—-—api-port int port the Sensu client HTTP API listens
on (default 3031)

--backend-url strings ws/wss URL of Sensu backend server (to
specify multiple backends use this flag multiple times) (default
[ws://127.0.0.1:80811])

—--cache-dir string path to store cached data (default
"/var/cache/sensu/sensu-agent")

-c, -—--config-file string path to sensu-agent config file

——deregister ephemeral agent

-—-deregistration-handler string deregistration handler that should

process the entity deregistration event.

--disable-api disable the Agent HTTP API
--disable-sockets disable the Agent TCP and UDP event
sockets
-h, --help help for start
--keepalive-interval int number of seconds to send between

keepalive events (default 20)

--keepalive-timeout uint32 number of seconds until agent is
considered dead by backend (default 120)

--labels stringToString entity labels map (default [])

--log-level string logging level [panic, fatal, error,
warn, info, debug] (default "warn")

--name string agent name (defaults to hostname)

(default "sensu-go-sandbox")

--namespace string agent namespace (default "default")
--password string agent password (default "P@sswOrd!")
--redact string comma-delimited customized list of fields

to redact
--socket-host string address to bind the Sensu client socket
to (default "127.0.0.1")

--socket-port int port the Sensu client socket listens on



(default 3030)

--statsd-disable disables the statsd listener and metrics

sServer

--statsd-event-handlers strings comma-delimited list of event handlers

for statsd metrics

--statsd-flush-interval int number of seconds between statsd flush
(default 10)
--statsd-metrics-host string address used for the statsd metrics

server (default "127.0.0.1")

--statsd-metrics-port int port used for the statsd metrics server

(default 8125)

--subscriptions string comma-delimited list of agent
subscriptions
--user string agent user (default "agent")

General configuration flags

backend-url

s URL of the Sensu backend server.

description

ds Using ' sensu-agent start , use this f

UL ws://127.0.0.1:8081

example

sensu-agent start --backend-url ws://0.0.0.0:8081
sensu-agent start --backend-url ws://0.0.0.0:8081 --
backend-url ws://0.0.0.0:8082

backend-url:
- "ws://0.0.0.0:8081"
- "ws://0.0.0.0:8082"



adescription

String

Ll Linux /var/cache/sensu/sensu-agent

[ Windows: c:\\ProgramData\sensu\cache\sensu-agent

example

config-file

A s a + "7
i etC/SseNnst i L

cache-dir: "/cache/sensu-agent"

description

L LInux /etc/sensu/agent.yml

[] FreeBSD: /usr/local/etc/sensu/agent.yml

T Windows: c:\\ProgramData\sensu\config\agent.yml
example
# Comm and line example

sensu-agent start --config-file /sensu/agent.yml

sensu-agent start -c /sensu/agent.yml

config-file: "/sensu/agent.yml"



ent aata, wnicn can be g

) organize entities

gescription

S and Lokens

ulre
nta ly letters
ette ) an
e null

example

labels:

proxy type: "website"

description

sensu-centos

example

name: "agent-01"



log-level

gescription

g level panic . fatal | error . warn , info . Ol debug

default warn
example

sensu-agent start --log-level debug

# s/etc/sensu/agent.yml

log-level: "debug"

subscriptions

example

sensu-agent start --subscriptions disk-checks,process-
checks

sensu-agent start --subscriptions disk-checks --
subscriptions process-checks

7 ] ~
c/ S ISU/sagellt. yllll eXadllpLlLe

subscriptions:
- disk-checks

- process-checks



API configuration flags

defau 127.0.0.1

N P e T Tl vm ]
# /etc/sensu/agentc.ymdi

api-host: "0.0.0.0"

scription Listening port Tor the Sensu agent HT TP AP

type Integer

default 3031

example

nd line example

sensu-agent start --api-port 4041

api-port: 4041

disable-api



false

example

sensu-agent start --disable-api

# /etc/sensu/agent.yml example

disable-api: true

Ephemeral agent configuration flags

cription Incicates wr

ether a deregistration event should be created upon Sensu

false

example

deregister: true

deregistration-

handler




deregistration ever

cription The name

registration-handler

example

sensu-agent start --deregistration-handler deregister

# /etc/sensu/agent.yml example

deregistration-handler: "deregister"

Keepalive configuration flags

keepalive-
interval

defau 20

#* =) e

sensu-agent start --keepalive-interval 30

# /etc/sensu/agent.yml example

keepalive-interval: 30

keepalive-
timeout




120

example

keepalive-timeout: 300

Security configuration flags

namespace

description

Agent narmespace NOTE: Agents are represented in the backend
as a class of entity. Entities can only belong to a single
namespace.

default

namespace: "ops"



example

sensu-agent start --user agent-01

user: "agent-01"
password
description Sensu RBAC password used oy the agent

A=t

aerau P@sswOrd!

password: "secure-password"

description List of fields to redact when

default, Sensu redacts the following fields: password , passwd ,

pass api key api token access key secret key



private key . secret

example

# /etc/sensu

redact:
- secret

- ec2_access_ key

Socket configuration flags

127.0.0.1

1ne examp.l

)

sensu-agent start --socket-host 0.0.0.0

# /etc/sensu/agent.yml example

socket-host: "0.0.0.0"

socket-port

description Port the Sensu agent socket listens on




aerault 3030

example

nA Ji1ne esxamb ] e
] Ll1ne example

sensu-agent start --socket-port 4030
# /etc/sensu/agent.yml exampl

-
L L E

socket-port: 4030

disable-sockets

cription Disable the agent TCP and UDP event sockets

false

example

disable-sockets: true

StatsD configuration flags

statsd-disable

escription Disables the StatsD listener and metrics server

default false



https://github.com/etsy/statsd

example

statsd-disable: true

statsd-event-

handlers

scription List of event handlers for StatsD metrics

exam| o

# 11ne e S

sensu-agent start --statsd-event-handlers

influxdb, opentsdb
sensu-agent start --statsd-event-handlers influxdb --

statsd-event-handlers opentsdb

statsd-event-handlers:
- influxdb

- opentsdb

statsd-flush-

interval

description Number of seconds between StatsD flush

example


https://github.com/etsy/statsd#key-concepts

statsd-flush-interval: 30

statsd-metrics-

host

description Address used for the StatsD metrics server

ogefault 127.0.0.1

example

4 CAammanAd ] Trne oavamne o
# Commandad JLi1ne examp.ile

sensu-agent start --statsd-metrics-host 0.0.0.0

B Jniem famm @i Aomrmmds  arall  mSsesnm I
+ /e >/ sensu/agent. ymil examp.lLe

statsd-metrics-host: "0.0.0.0"

statsd-metrics-

port

description Port used for the StatsD metrics server

default 8125

example




statsd-metrics-port: 6125

P

About Sensu

The Sensu monitoring event pipeline empowers businesses to automate their monitoring workflows and gain
deep visibility into their multi-cloud infrastructure, from Kubernetes to bare metal. Companies like Sony, Box.com,
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Assets

0 What is an asset?

0 How do assets work?

0 Asset format specification

0 Asset specification

0 Examples

0 Sharing an asset on Bonsa

You can discover, download, and share assets using Bonsal the Sensu asset index Bead the guide to
using assets to get started.

What is an asset?

Assets are shareable, reusable packages that make it easy to deploy Sensu pluginsHou can use
assets to provide the plugins, libraries, and runtimes you need to automate your monitoring
workflowsBensu supports runtime assets for checks filters, mutators, and handlers

How do assets work?

Assets can be executed by the backend (for handler, filter, and mutator assets), ory the agent (for
check assets). At runtime, the entity sequentially fetchesBssets and stores them in its local cache.
Asset dependencies are thenhjected into the PATH so they are available when the command is
executed Bubseqguent check, handler, filter, or mutator executions look for the asset in the localBache
and ensure the contents match the checksum. The backend or agent’s local cache canBe set using
the --cache-dir flag


https://bonsai.sensu.io/
https://docs.sensu.io/sensu-go/5.7/reference/assets/
https://docs.sensu.io/

Asset format specification

The following are injected intc

ne execution context:

[0 {PATH_TO ASSET}/bin Is injected into the PATH environment variable
{PATH TO ASSET}/lib Is injected into the LD LIBRARY PATH environmentlariable.

{PATH TO ASSET}/include Isinjected intothe CPATH environment variable

Default cache directory

system sensu-backend sensu-agent

/var/cache/sensu/sensu-backend /var/cache/sensu/sensu-agent

Nindows C:\\ProgramData\sensu\cache\sensu- C:\\ProgramData\sensu\cache\sensu-
backend agent

Example structure

sensu-example-handler 1.0.0 linux_amd64
— CHANGELOG.md
— LICENSE
— README.md
L— bin
L— my-check.sh
L— lib

L— include


https://github.com/sensu/sensu-go-plugin

Asset specification

Top-level attributes

gtho sensuctl create resource type

description [op

Assets should always be of type Asset

equired Required for asset definitions in  wrapped-json Or yaml format for

Use wltn sensuctl create .

example

"type" . "Asset"

api_version

description

example

"api version": "core/v2"



scription Top-level collection of metadata about the asset, including the ' name
and namespace as well as custorm labels and annotations . The

metadata Map is always at the top level of the asset definition. This

S e metadata

means that in wrapped-json and yaml forme
scope occurs outside the spec scope. See the metadata attributes

required Required for asset definitions in  wrapped-json Or yaml format for

Use witn sensuctl create

example

"metadata": {
"name": "check script",
"namespace": "default",
"labels": {

"region": "us-west-1"

},
"annotations": {

"slack-channel" : "#monitoring"

description Top-level map that includes the asset gpec attributes

required Required for asset definitions

N wrapped-json Of yaml format for use with sensuct

example
"spec": {
"url": "http://example.com/asset.tar.gz",
"shabl2":
"4£f926bf4328fbad2b9cac873d117£771914£4b837c9c85584c38ccfb5a3ef3c2e8d1548

"filters": [



"entity.system.os == 'linux'",

"entity.system.arch == 'amd64'"

Spec attributes

PRV
hAg\WWh

"url": "http://example.com/asset.tar.gz"

"shabl2": "4£926bf4328..."

filters




Scription A set of Sensu query expressions used by

asset should be installed. If multiple expres:

N order

Y must return true

expressior

example
"filters": ["entity.system.os=='linux'",

"entity.system.arch=="amdo64'"]

Metadata attributes

>scription The unique name of the asset, validated with Go regex  AAL\w\  \=

+\z .

required e
type String

"name": "check script"

namespace

Scription The Sensu RBAC namespace that this asset belongs

default default


https://regex101.com/r/zo9mQU/2
https://regex101.com/r/zo9mQU/2

Xample

"namespace": "production"

null

example
"labels": {

"environment": "development",

"region": "us-west-2"

annotations

description

e Map of key-value pairs. Keys and values can be any valid UTF-8 string.




"annotations": {

"managed-by": "ops",
"slack-channel”: "#monitoring",
"playbook": "www.example.url"

Examples

Minimum required asset attributes

"type": "Asset",
"api version": "core/v2",
"metadata": {
"name": "check script",
"namespace": "default"
bo
"spec": {
"url": "http://example.com/asset.tar.gz",
"shabl2":

"4£926bf4328fbad2b9cac873d117£771914£4b837¢c9¢c85584c38ccfbbal3ef3c2e8d154812246e5dda4d
}

Asset definition

"type": "Asset",
"api version": "core/v2",
"metadata": {

"name": "check script",



"namespace": "default",
"labels": {

"region": "us-west-1"
}I
"annotations": {

"slack-channel”" : "#monitoring"

bo
"spec": {
"url": "http://example.com/asset.tar.gz",
"shabl2":
"4£926bf4328fbad2b9cac873d117£771914£4b837c9c85584c38ccf55a3ef3c2e8d154812246e5dda4
"filters": [
"entity.system.os == 'linux'",

"entity.system.arch == 'amd64'"

Sharing an asset on Bonsai

Share your open-source assets on Bonsai and connect with the Sensu CormmunityBonsa i supports
; Hor more information ab@ﬂ creating

slalala) e
AoOoOT Lo

~otAad o

NOSI

sing GitHUDb "QL eqc
cation.

> Sensu Plugin specifi

Sensu Plugj

. bonsai.yml _configuration file in the g / C
scription, platforms, asset filenames, and SHA-512 chec k SUMS

asset template using Go and GoRele

N to Bonsai v\/'th your GitHub account and authorize Sensunce
> GitHub repository, de
U;\mﬁgurzm,)r‘ exmwptes—;.

or Yyour as

WITN

bonsai.yml €Xam ple


https://bonsai.sensu.io/
https://github.com/
https://help.github.com/articles/about-releases/
https://docs.sensu.io/plugins/latest/reference/
https://goreleaser.com/
https://github.com/sensu/sensu-go-plugin
https://bonsai.sensu.io/sign-in
https://bonsai.sensu.io/new

description: "#{repo}"
builds:
- platform: "linux"
arch: "amdec4"
asset filename: "#{repo} #{version} linux amd64.tar.gz"

sha filename: "#{repo} #{version} shabl2-checksums.txt"

filter:
- "entity.system.os == 'linux'"
- "entity.system.arch == 'amdc4'"

- platform: "Windows"
arch: "amd64"
asset filename: "#{repo} #{version} windows amdé64.tar.gz"

sha filename: "#{repo} #{version} shabl2-checksums.txt"

filter:
- "entity.system.os == 'windows'"
- "entity.system.arch == 'amdc4'"

bonsai.ymi Specification

description: "#{repo}"

scription An array of asset details per platform




example
builds:
- platform: "linux"
arch: "amde64"
asset filename: "#{repo} #{version} linux amd64.tar.gz"

sha filename: "#{repo} #{version} sha5l2-checksums.txt"

filter:
- "entity.system.os == 'linux'"
- "entity.system.arch == 'amde64'"

Builds specification

description The platform supported by the asset

- platform: "linux"




example

arch: "amdo4d"

asset_filename

description he filename of the archive containing the asset
equire e
fa tring

asset filename: "#{repo} #{version} linux amdé64.tar.gz"

description The SHA-512 checksum for the asset archive

exar| e

sha filename: "#{repo} #{version} sha5l2-checksums.txt"

description




filter:
- "entity.system.os == "linux'"

- "entity.system.arch == 'amde64'"

P
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Sensu backend

0 Installation

0 Creating event pipelines

0 Scheduling checks

[ Service management

0 Starting and stopping the service

0 Clustering

0 Time svnchronization

O Configuration

0 General configuration

0 Agent communication configuration

[0 Security configuration

[0 Dashboard configuration

[0 Datastore and cluster configuration

'he Sensu backend is a service that manages check requests and event data.Bvery Sensu backend
includes an integrated transport for scheduling checks using subscriptions, an event processing
pipeline that applies filters, mutators, and handlers, an embedded etcd datastore for storing
configuration and state, a Sensu API, Sensu dashiboard, and sensu-backend command-line toolOhe
Sensu backend is available for Ubuntu/Debian and RHEL/CentOS distributions of LinuxBee the
installation guide to install the backend.

Event pipeline

The backend processes event data and executes filters, mutators, and handlers@hese pipelines are
powerful tools to automate your monitoring workflows o learn more about filters, mutators, and


https://github.com/etcd-io/etcd/blob/master/Documentation/docs.md
https://docs.sensu.io/sensu-go/5.7/reference/backend/
https://docs.sensu.io/

nandlers, see

0 Guide to sending Slack alerts with handlers

0 Guide to reducing alerting fatigue with filters

[J Eilters reference documentation

0 Mutators reference documentation

0 Handlers reference documentation

Check scheduling

The backend is responsible for storing check definitions and scheduling check request
scheduling is subscription-b 'J“J'j the backend sends check reques
picked up by subscribing agents.

sOheck
Sts o subscriptions where theyre

For information about creating and managing checks, see:

O Guide to monitoring server resources with checks

— O\

0 Guide to collecting metrics with checks

0 Checks reference documentation

Operation

NOTE: Commands in this section may require administrative privileges.

Starting the service

Jse the sensu-backend toOl to start the backend and apply configuration fla

To start the backend with configuration flags:

sensu-backend start --state-dir /var/lib/sensu/sensu-backend --log-level debug

To see available configuration flags and defaults



sensu-backend start --help

If no configuration fl are provided, the backend loads configuration from

/etc/sensu/backend.yml Dy default

vice mar ager

service sensu-backend start

Stopping the service

O stop the backend service using a service manager:

service sensu-backend stop

Restarting the service

ckend to implement any configuration upd

To restart the

EKCHQlﬁJWgZBSC(WCCFWWBV&gCW

service sensu-backend restart

Enabling on boot

0 enable the backend to start on ¢

systemctl enable sensu-backend



m boot

To disable the backend from starting on syste

systemctl disable sensu-backend

NOTE: On older distributions of Linux, use sudo chkconfig sensu-server on to enable the

backend and sudo chkconfig sensu-server off to disable.

Getting service status

service sensu-backend status

Getting service version

To get the current backend version using the  sensu-backend tool:

sensu-backend version

Getting help

ific help flags:

The sensu-backend TOOL Drovic

# Show sensu-backend commands

sensu-backend help

# Show options for the sensu-backend start subcommand

sensu-backend start --help



Clustering

luster of backends

You can run the e, but running ¢
more highly available, reliable, and durableBensu backend clusters build on the clustering

1d get the ben

0 Datastore configuration flags

0 Guide to running a Sensu cluster

Time synchronization

[ ] [ ]
Configuration
You can specify the backend configuration using a /etc/sensu/backend.yml file or using
sensu-backend start configuration fla ne backend requires that the  state-dir ﬂa& set

before starting; all other required flags ues Bee the example

SU Al /usr/share/doc/sensu-go-backend-5.0.0/backend. yml example mkw\ hackend loads
@f\mh Suration upon startup, so you st restart the backend for any configuration updates to take

Configuration summary

S sensu-backend start --help

start the sensu backend

Usage:

sensu-backend start [flags]

General Flags:
—--agent-host string agent listener host (default "[::]")
—--agent-port int agent listener port (default 8081)
—-—api-listen-address string address to listen on for api traffic

(default "[::]1:8080")


https://github.com/etcd-io/etcd/blob/master/Documentation/docs.md

—-—api-url string url of the api to connect to (default
"http://localhost:8080")
—--cache-dir string path to store cached data (default

"/var/cache/sensu/sensu-backend")

--cert-file string tls certificate

-c, —--config-file string path to sensu-backend config file
—-—-dashboard-host string dashboard listener host (default "[::]")
--dashboard-port int dashboard listener port (default 3000)
--debug enable debugging and profiling features

-—-deregistration-handler string default deregistration handler

=, ==help help for start
--insecure-skip-tls-verify skip ssl verification
--key-file string tls certificate key
--log-level string logging level [panic, fatal, error,
warn, info, debug] (default "warn")
-d, --state-dir string path to sensu state storage (default
"/var/lib/sensu")
-—-trusted-ca-file string tls certificate authority

Store Flags:
-—-etcd-advertise-client-urls strings list of this member's client

URLs to advertise to the rest of the cluster. (default [http://localhost:2379])

-—etcd-cert-file string path to the client server TLS
cert file

-—etcd-client-cert-auth enable client cert
authentication

—-—etcd-initial-advertise-peer-urls strings list of this member's peer

URLs to advertise to the rest of the cluster (default [http://127.0.0.1:2380])
-—etcd-initial-cluster string initial cluster configuration

for bootstrapping (default "default=http://127.0.0.1:2380")

—-—etcd-initial-cluster-state string initial cluster state ("new"
or "existing") (default "new")
—-—etcd-initial-cluster-token string initial cluster token for the

etcd cluster during bootstrap

-—etcd-key-file string path to the client server TLS
key file

—-—-etcd-listen-client-urls strings list of URLs to listen on for
client traffic (default [http://127.0.0.1:2379])

—-—-etcd-listen-peer-urls strings list of URLs to listen on for

peer traffic (default [http://127.0.0.1:2380])



-—-etcd-name string human-readable name for this

member (default "default")

--etcd-peer-cert-file string path to the peer server TLS
cert file

—-—etcd-peer-client-cert-auth enable peer client cert
authentication

-—etcd-peer-key-file string path to the peer server TLS
key file

--etcd-peer-trusted-ca-file string path to the peer server TLS

trusted CA file

-—etcd-trusted-ca-file string path to the client server TLS
trusted CA cert file

--no—-embed-etcd don't embed etcd, use

external etcd instead

General configuration flags

cache-dir

description Patnh to store cacnea cata

[1 Linux /var/cache/sensu/sensu-backend

1 Windows: c:\\ProgramData\sensu\cache\sensu-backend

example

cache-dir: "/cache/sensu-backend"

config-file




) to Sensu backend config file

String

[1 LInuUx /etc/sensu/backend.yml

O
l
T
-

250 /usr/local/etc/sensu/backend.yml
T Windows: c:\\ProgramData\sensu\config\backend. yml

example

sensu-backend start --config-file /etc/sensu/backend.yml

sensu-backend start -c /etc/sensu/backend.yml

config-file: "/etc/sensu/backend.yml"

false

deregistration-

handler

# s/etc/sens

debug: true

fault event handler to use when processing agent deregistration



events

type String

T mn

example

sensu-backend start --deregistration-handler

/path/to/handler.sh

i+ /EeCC/ S¢

deregistration-handler: "/path/to/handler.sh"

log-level

description oggng level panic | fatal | error . warn ., info , Of debug

aeraultt warn

example

log-level: "debug"

ath to Sens storager /var/lib/sensu/sensu-backend

Linux and c:\\Programbata\sensu\data for Windows.

description




example

sensu-backend start --state-dir /var/lib/sensu/sensu-

backend
sensu-backend start -d /var/lib/sensu/sensu-backend

state-dir: "/var/lib/sensu/sensu-backend"

api-listen-
address

example

sensu-backend start --api-listen-address [::]:8080

api-listen-address: "[::]:8080"

http://localhost:8080

example



api-url: "http://localhost:8080"

Agent communication configuration flags

agent-host

v4 and IPve addresses by defaul

stens on a

cription agen

example

sensu-backend start --agent-host 127.0.0.1

£ Sata/feanailn/Packand. vmil ascamp ]
# s/etcy/ssensu/prackend. ymi examp.le

agent-host: "127.0.0.1"

agent-port

gescription agent listener port
e INnteger

defau 8081

sensu-backend start --agent-port 8081



# s/etc/

agent-port: 8081

Security configuration flags

description Path to the primary backend certificate file. This certificate secures

nmn

example

and line example

sensu-backend start --cert-file /path/to/ssl/cert.pem

c/sensu/oackena.ymil example

cert-file: "/path/to/ssl/cert.pem"

key-file

scription SSL/TLS certificate key. This key secures communication with the

nmn

example




sensu-backend start --key-file /path/to/ssl/key.pem

/. /ot~ /ac a1/ harkend sl Aasramn ] e
# setc/sensu/backend.yml example

"/path/to/ssl/key.pem"

key-file:

trusted-ca-file
Spe SL/TLS certificate authority in PEM format used for

"the  etcd-trusted-ca-file

description

mn

example

sensu-backend start --trusted-ca-file /path/to/trusted-

certificate-authorities.pem

u/backend.yml example

# /etc/sensu,
"/path/to/trusted-certificate-

trusted-ca-file:

authorities.pem"

insecure-skip-
tls-verify

ification. WARNING: This configuration flag is intended

scription
for use in development systems only. Do not use this flag in

Skip SS

production.

false

example



ine example

sensu-backend start --insecure-skip-tls-verify

xample

4 Jot~/cencii/ backend. vm]
# /etc/sensu/s/oackenda. yml

)

insecure-skip-tls-verify: true

Dashboard configuration flags

dashboard-host

scription

example

s amr |

1Nad lLilne examplile

sensu-backend start —--dashboard-host 127.0.0.1

4 St~/ acannair /o~
# /etc/sensu/back

dashboard-host: "127.0.0.1"

dashboard-port

gescription

Jashboard listener port

3000

example

sensu-backend start --dashboard-port 4000



4 ot~/ concrr /hackand wm]
# setc/sensu/poackena. ymdl

dashboard-port: 4000

Datastore and cluster configuration flags

etcd-advertise-

client-urls

of this member’s client URLS to advertise to the rest of the cluster

defau http://localhost:2379

ine examples

sensu-backend start --etcd-advertise-client-urls
http://localhost:2378,http://localhost:2379
sensu-backend start --etcd-advertise-client-urls
http://localhost:2378 --etcd-advertise-client-urls
http://localhost:2379

# /etc/sensu/backend.yml example

etcd-advertise-client-urls:

- http://localhost:2378

- http://localhost:2379

description Path to the eted client API TLS cert file. Secures communication

een the embedded etcd client APl and a

bet




1ot T nwn

example

sensu-backend start --etcd-cert-file ./client.pem

etcd-cert-file: "./client.pem"

etcd-client-

cert-auth

cription Enable client cert authentication

default false

example

etcd-client-cert-auth: true

etcd-initial-

advertise-peer-
urls

Scription List of this member’s peer URLs to advertise to the rest of the cluster

default http://127.0.0.1:2380

example



# Command ] ine exambples
# Commanda 1i1ne exampiles

sensu-backend start --etcd-listen-peer-urls
https://10.0.0.1:2380,https://10.1.0.1:2380
sensu-backend start --etcd-listen-peer-urls
https://10.0.0.1:2380 --etcd-listen-peer-urls
https://10.1.0.1:2380

# /etc/sensu/backend.yml example
etcd-listen-peer-urls:
- https://10.0.0.1:2380

- https://10.1.0.1:2380

etcd-initial-
cluster

T St
aerault http://127.0.0.1:2380
example
;en;;!ba;k;;;ﬁstargyiietcd—initial—cluster backend-

O=https://10.0.0.1:2380,backend-
1=https://10.1.0.1:2380,backend-2=https://10.2.0.1:2380

etcd-initial-cluster: "backend-
O=https://10.0.0.1:2380,backend-
l1=https://10.1.0.1:2380,backend-2=https://10.2.0.1:2380"

etcd-initial-

cluster-state

description Initial cluster state ( new Or existing



type String

aerault new

xample

sensu-backend start —--etcd-initial-cluster-state

existing

etcd-initial-cluster-state: "existing"

etcd-initial-

cluster-token

description Initial cluster token for the etcd cluster during bootstrap

nmn

example

etcd-initial-cluster-token: "sensu"

etcd-key-file

ription Path to the etcd client API TLS key file. Secures cormmunication
between the embedded etcd client APl and any etcd clients




example

sensu-backend start --etcd-key-file ./client-key.pem

etcd-key-file: "./client-key.pem"

etcd-listen-

client-urls

escription List of URLs to listen on for client traffic

default http://127.0.0.1:2379

example

sensu-backend start --etcd-listen-client-urls
https://10.0.0.1:2379,https://10.1.0.1:2379
sensu-backend start --etcd-listen-client-urls
https://10.0.0.1:2379 --etcd-listen-client-urls

https://10.1.0.1:2379

# /etc/sensu/sbackena. yml ex

etcd-listen-client-urls:
- https://10.0.0.1:2379
- https://10.1.0.1:2379

etcd-listen-
peer-urls




deftault http://127.0.0.1:2380

example

sensu-backend start --etcd-listen-peer-urls
https://10.0.0.1:2380,https://10.1.0.1:2380
sensu-backend start --etcd-listen-peer-urls
https://10.0.0.1:2380 --etcd-listen-peer-urls
https://10.1.0.1:2380

etcd-listen-peer-urls:
- https://10.0.0.1:2380
- https://10.1.0.1:2380

etcd-name

description Hurman-readable name for this member

default

example

ine exampile

sensu-backend start --etcd-name backend-0

etcd-name: "backend-0"

etcd-peer-cert-
file




example

sensu-backend start --etcd-peer-cert-file ./backend-0.pem

u/s/poackena.

etcd-peer-cert-file: "./backend-0.pem"

etcd-peer-

client-cert-auth

Scription Enable peer client cert authenticatior

false

example

sensu-backend start --etcd-peer-client-cert-auth

W mde = S memim i e lemad sl msemimne e
# setc/sensu/ppackena.ymilL example

etcd-peer-client-cert-auth: true

etcd-peer-key-
file

LT
example
# 1and line example

sensu-backend start --etcd-peer-key-file ./backend-0-



)

# /etc/sensu/backend.yml xample

etcd-peer-key-file: "./backend-0-key.pem"

etcd-peer-
trusted-ca-file

example

sensu-backend start --etcd-peer-trusted-ca-file ./ca.pem

1l example

# Jotr/conaii/ backand wm
# /etc/sensu/poacKkenda. ym

etcd-peer-trusted-ca-file: "./ca.pem"

etcd-trusted-
ca-file

U
mmn
example

sensu-backend start --etcd-trusted-ca-file ./ca.pem

L Jate = fasmcn /BEckend. sl @sesmis 1
# s/etc/sensu/poackena. ymil example

etcd-trusted-ca-file: "./ca.pem"



no-embed-etcd

default false

T =Naral 719 A sr A7y 7
# Commanad l11ine examp.ilLe

sensu-backend start --no-embed-etcd

4 1

T iy @i AEs e leemd] vl oo 7
# /etc/sensu/backend.yml example

no-embed-etcd: true

P
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Checks

0 Check commands

0 Check scheduling

O Check result specification

[ Token substitution

[ Hooks

[J Proxy requests
O Specification

0 Examples

How do checks work?

Check commands

—ach Sensu check definition defines a command 2nd the interval ot whichll should be executed.
Check commands are executable commands whichlvill be executed by the Sensu agent.

A command may include cormmand line arguments for controlling the behavior of theBormmand
executable. Most Sensu check plugins provide support for command lineBrguments for reusability.

Sensu advises against requiring root privileges to execute checkBommands or scripts. The Sensu user
is not permitted to kill timed out processeshvoked by the root user, which could result in zombie
processes.

How and where are check commands executed?


https://docs.sensu.io/sensu-go/5.7/reference/checks/
https://docs.sensu.io/

All check commands are executed by Sensu agents as the sensu user. CormmandsBust be
executable files that are discoverable on the Sensu agent system (exIhstalled in a systern  $PATH
directory).

Check scheduling

Checks are exclusively scheduled by the Sensu backend, which schedules andBublishes check
execution requests to entities via a Publish/Subscribefnodel .

Checks have a defined set of subscribers, a list of transportibpics that check requests will be
published to. Sensu entities becomeBubscribers to these topics (called subscriptions) via their
individualBubscriptions attribute. In practice, subscriptions will typically correspond toB specific role
and/or responsibility (ex: a webserver or database).

Subscriptions are a powerful primitives in the monitoring context because theyBllow you to effectively
monitor for specific behaviors or characteristicsBorresponding to the function being provided by a
particular system. ForBxample, disk capacity thresholds might be more important (or at leastBifferent)
on a database server as opposed to a webserver; conversely, CPUBNd/or memory usage thresholds
mMight be more important on a caching system thanBn a file server. Subscriptions also allow you to
configure check requests forin entire group or subgroup of systems rather than require a traditional 11

Mapping.

Checks can be scheduled in an interval or cron fashion. It's important to notehat for interval checks,
an initial offset is calculated to splay the check'slfirst scheduled request This helps to balance the
load of both the backendBnd the agent, and may result in a delay before initial check execution.

Check result specification

Although the Sensu agent will attempt to execute anyBormmand defined for a check, successful
processing of check results requiresBdherence to a simple specification.

O Result data is output to STDOUT or STDERR

0 For standard checks this output is typically a hurman-readable message

00 For metrics checks this output contains the measurements gathered by the@heck
[0 EXit status code indicates state

0 0 indicates ‘OK”

[0 1 indicates “WARNING”


https://en.wikipedia.org/wiki/Publish%E2%80%93subscribe_pattern
https://en.wikipedia.org/wiki/Standard_streams

[0 2 indicates ‘CRITICAL

[] exit status codes otherthan o ., 1 . or 2 indicate an ‘UNKNOWN" orBustom status

PRO TIP: Those familiar with the Nagios monitoringBystem may recognize this
specification, as it is the same one used by Nagiosplugins. As a result, Nagios plugins can
be used with Sensu without anybhodification.

At every execution of a check command — regardless of success or failure — theBensu agent
publishes the check’s result for eventual handling by the eventprocessor (the Sensu backend).

Check token substitution

Sensu check definitions may inclu s that you may wish to override onin entity-by-entity
pasis. For example, check cormmands — Whi\ h may includeBommand line arguments for controlling
the behavior of the check command — mayBenefit from entity-¢ pe( ific thresholds, etc. Sensu check

tokens are checkBefinition placenolders that will be replaced by the Sensu agent with the
corresponding entity definition attributes values :’fmdudm? custom attributes)

L earn how to use check tokens with the Sensu tokens referenceBocumentation .

NOTE: Check tokens are processed before check execution, therefore token substitutions
will not apply to check data delivered via the local agent socket input.

Check hooks

Check hooks are commands run by the Sensu agent in response to the result ofiheck command
execution. The Sensu agent will execute the appropriate configuredBook command, depending on
the check execution status (ex: O, 1, 2).

Learn how to use check hooks with the Sensu hooks referenceBiocumentation

Proxy requests

Sensu supports running checks where the results are considered to be for anBntity that isn't actually
the one executing the check, regardless of whetherhat entity is a Sensu agent ‘PUW Or a proxy
ces where a Sensu

entity Broxy entities allow Sensu to monitor external resourcesBn systems or de
agent cannot be installed, like aBetwork switch or a website.



es in a check, Sensu runs the checkibr each entity that
es supplied must match

Ne entity attributes [he atirio

Check specification

Top-level attributes

description fop-level attribute specifying

sensuctl create resource type

CheckConfig

equired Required for check definitions in  wrapped-json Or yaml format for

Use Wit sensuctl create .

example

"type": "CheckConfig"

api_version

>NSU API group and version. For
5.0, this attribu

te should always be

required Required for check definitions in  wrapped-json Or yaml forma

Lse Wil sensuctl create

example

"api version": "core/v2"



metadata

scription Top-level collection of metadata about the check, including the name
and namespace as well as custorm labels and annotations . The
metadata mMap is always at the top level of the check definition. This
9t the metadata

scope occurs outside the spec scope. See the metadata attributes

means that In wrapped-json and yaml (Or)

required Required for check definitions in  wrapped-json Or yaml format for

use witn sensuctl create

example

"metadata": {
"name": "collect-metrics",
"namespace": "default",
"labels": {

"region": "us-west-1"

},
"annotations": {

"slack-channel"™ : "#monitoring"

description Top-level map that includes the check spec attributes.

required Required for check definitions in  wrapped-json Or yaml format for

Use witn sensuctl create




example
"spec": {
"command": "/etc/sensu/plugins/check-chef-client.go",
"interval": 10,
"publish": true,
"subscriptions": [

"production"

Spec attributes

oxar

xample

"command": "/etc/sensu/plugins/check-chef-client.go"

scription An array of Sens

Xalmy le

"subscriptions": ["production"]



description An array of Sensu event handlers (names,

‘he check Each array itermn must be a string

example

"handlers": ["pagerduty", "email"]

description How often the check is executed, in seconds

requireo rue (unless publish IS false Or cron IS configurec

example

"interval": 60

requireo rue (unless publish IS false Or interval is configurec

example


https://en.wikipedia.org/wiki/Cron#CRON_expression
https://godoc.org/github.com/robfig/cron#hdr-Predefined_schedules
https://godoc.org/github.com/robfig/cron#hdr-Predefined_schedules

"eron": "0 0 * * xmw

"publish": false

example

"timeout": 30

agent’s entity. The check ttl

> check interwval , and sho
cecution an ‘ resutt process mplete. —or

2N interval O 60

timeout Of 30 (seconds) an appropriate ttl would be a minimum



example

"ttl": 100

description I the Sensu agent writes JSON serialized Sensu entity and check date
to the commmand process STDIN. The command must expect the JSON

data via STDIN, read it, and close STDIN. This attribute cannot be used

with existing Sensu check plugings, nor Nagios plugins etc, as Sensu
agent will wait indefinitely for the check process to read and close

STDIN

example

"stdin": true

low_flap_threshold

description 'he flap detection low threshold (% state change) for the check

N algorithm as



https://assets.nagios.com/downloads/nagioscore/docs/nagioscore/3/en/flapping.html

example

"low flap threshold": 20

high_flap_threshold

description ne flap detection high thresholc

Sensu uses the same flap detectio

equirec rue (it low flap threshold Is configured)

"high flap threshold": 60

runtime_assets

description An array of Sensu assets (names), required at runtime for the execution

Nc  command

"runtime assets": ["ruby-2.5.0"]

description

er of precedence, based on their severity type: (1 to


https://assets.nagios.com/downloads/nagioscore/docs/nagioscore/3/en/flapping.html

255 . ok . warning . critical ., unknown . 40 [INzlly non-zero

ample

"check hooks": [

{
"0": [
"passing-hook", "always-run-this-hook"
]
},
{

"critical": [
"failing-hook","collect-diagnostics","always-run-
this-hook"
]

proxy_entity_name

string

1red A\w\.\=-]+\z

exar

nple

"proxy entity name": "switch-dc-01"


https://regex101.com/r/zo9mQU/2

proxy_requests

scription

ensu proxy request attributes allow you to assign the check to run for

Othelr entity attributes . [N he

-k executes for all entities with entity class

1 proxy type label website . Proxy requests are

"proxy requests": {
"entity attributes": [
"entity.entity class == 'proxy'",

"entity.labels.proxy type ==
1,

"splay": true,

'website'"

"splay coverage": 90

example

"silenced": false

env_vars

scription



NOTE: To add env vars to a check, use sensuctl create .

"env _vars": ["RUBY VERSION=2.5.0",

"CHECK HOST=my.host.internal"]

output_metric_format

gescription he metric format generated by
nats:

nagios perfdata

graphite plaintext

influxdb line ([O[lUxXD3

opentsdb line (OpenloE

Nhen a check includes an

om the che
netric form

extracting metrics using Sensu, see the guide

extract the me
ent data in Sensu

>ck output and adc

at For more

"output metric format": "graphite plaintext"

output_metric_handlers

scription An array of Sensu handlers to use for events created by the
check. Each array item must be a string.
output metric handlers should be used in place o

handlers allribuie I output_metric_ format IS configured.


https://assets.nagios.com/downloads/nagioscore/docs/nagioscore/3/en/perfdata.html
http://graphite.readthedocs.io/en/latest/feeding-carbon.html#the-plaintext-protocol
https://docs.influxdata.com/influxdb/v1.4/write_protocols/line_protocol_tutorial/#measurement
http://opentsdb.net/docs/build/html/user_guide/writing/index.html#data-specification

"output metric handlers": ["influx-db"]

round_robin

description Round-robin check subscriptions are not yet implemented in Sensu Go

Although the 'round robin attribute appears in check definitions by
default, it is a placeholder and should not be modified.

"round robin": false

description Check subdues are not yet implemented in Sensu Go. A

subdue attribute appears in check defir

placenolder and should not be modified

"subdue": null

Metadata attributes



https://github.com/sensu/sensu-influxdb-handler

example

"name": "check-cpu"

namespace

type String

defau default

"namespace": "production"

escription Custom attributes t



https://regex101.com/r/zo9mQU/2

aerault null

example
"labels": {
"environment": "development",

"region": "us-west-2"

annotations

g metadata to include with event data. In

contrast to labels, annotations are not used internally by Sensu and
pe used to identify checks. You can use annotations to add data
that helps people or external tools interacting with Sensu.

pe Map of key-value pairs. Keys and values can be any valid UTF-8 string.

default null

"annotations": {
"managed-by": "ops",
"slack-channel": "#monitoring",

"playbook": "www.example.url"

Proxy requests attributes

entity_attributes

scription Sensu en outes to matcn entities in the registry, using Sensu




"entity attributes": [
T

"entity.entity class == 'proxy'",

"entity.labels.proxy type == 'website'"

description If proxy check requests should be splayed, published evenly over a
window of time, determined by the check interval and a configurable

type Boolean

example

"splay": true

splay_coverage

description 'he percentage oOf the check interval over which Sensu can execute
the check for all applicable entities, as defined in the entity attributes

age attribute to determine the amount of

hefore the next ch




splay attributeis setto ' true

"splay coverage": 90

Examples

Minimum recommended check attributes

NOTE: The attribute interval is not required if a valid cron schedule is defined.

"type": "CheckConfig",
"api version": "core/v2",
"metadata": {
"namespace": "default",
"name": "check minimum"
bo
"spec": {
"command": "collect.sh",
"subscriptions": [
"system"
1,
"handlers": |
"slack"
1,
"interval": 10,

"publish": true



Metric check

"type": "CheckConfig",
"api version": "core/v2",
"metadata": {
"name": "collect-metrics",
"namespace": "default",
"labels™: {
"region": "us-west-1"
}y
"annotations": {
"slack-channel”™ : "#monitoring"
}
by
"spec": {
"command": "collect.sh",
"handlers": [],

"high flap threshold": 0,

"interval": 10,

"low flap threshold": O,

"publish": true,

"runtime assets": null,

"subscriptions": [
"system"

1,

"proxy entity name": ""

"check hooks": null,

"stdin": false,

PEEel%s O,
"timeout": O,
"output metric format": "graphite plaintext",

"output metric handlers": [
"influx-db"
1,

"env_vars": null



P
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J
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(|

Deregistration attributes

J

O Examples

How do entities work?

Agent entities are monitoring agents, which are installed and run on every system that needs to be
monitored. The entity is responsible for registering the systerm with the Sensu backend service,
sending keepalive messages (the Sensu heartbeat mechanism), and executing monitoring checks.
Fach entity is a member of one or more subscriptions — alist of roles and/or responsibilities
assigned to the agent entity (ex: a webserver or a database). Sensu entities will “subscribe” to (or
watch for) check requests published by the Sensu server (via the Sensu Transport), execute the
corresponding requests locally, and publish the results of the check back to the transport (to be


https://docs.sensu.io/sensu-go/5.7/reference/entities/
https://docs.sensu.io/

processed by a Sensu server).

An entity represents anything (ex: server, container, network switch) that needs to be monitored,
including the full range of infrastructure, runtime aﬂd application types that compose a complete
monitoring environment (from server hardware to serverless functions) Ve call these monitored
parts of an infrastructure “entities’Bn entity not only provides context to event data (what/where the
event is from) but an events uniqueness is determined by the check name and the name of the
entity upon which the check ran.h addition, an entity can contain system information such as the
nostname, OS, platform, and version.

Proxy entities

Pro tities (formerly known as proxy clients, ‘Just-in-time” or "JIT" clients) are dynamically created
er \UUﬁE ;doed to the entity store if an entity does not already exist for a check result. Proxy entity
registration differs from keepalive-based registration because the registration event happens while
processing a check result (not a keepalive message). Sensu proxy entities allow Sensu to monitor
external resources on systems and/or devices where a sensu-agent cannot be installed (such a
network switch) using the defined check ProxyEntityName to create a proxy entity for the exter mat

L’_‘r\urhﬁ

Managing entity labels

Custom labels let you organize entities into meaningful collections that can be selected using filters
and tokens

Proxy entities

For entities with class proxy , you can create and manage labels using sensuctlBor example, to
create a proxy entity with a url label using sensuctl create , create afile called example.json
with an entity definition that includes 1labels .

"type": "Entity",
"api version": "core/v2",
"metadata": {

"name": "sensu-docs",



"namespace": "default",
"labels": {

"url": "docs.sensu.io"

bo

"spec": {
"deregister": false,
"deregistration": {},
"entity class": "proxy",
"last seen": 0,
"subscriptions": [],
"system": {

"network": {

"interfaces": null

Nen run sensuctl create

sensuctl create --file entity.json

d a label to an existing entity, you can

ensuctl edit Hor example, run  sensuctl edit tO

url labelto a sensu-docs entity

sensuctl edit entity sensu-docs

date The metadata Scope tO INclUde labels

"type": "Entity",
"api version": "core/v2",
"metadata": {

"name": "sensu-docs",

"namespace": "default",



"labels": {

"url": "docs.sensu.io"

Agent entities

For entities with class agent , you can define entity attributes in the /etc/sensu/agent.yml
i n fileBor example, to add a url label open /ete/sensu/agent.yml and add
N for labels

url: sensu.docs.io
Or using sensu-agent start configuration flags

sensu-agent start --labels url=sensu.docs.io

Entities specification

Top-level attributes

description ifying the  sensuctl create resource type

> of type | Entity

>guirec Required for entity definitions in  wrapped-json Or yaml format for



use witn sensuctl create

String

api_version

"type": "Entity"

UIre - /I ifﬁ{b“Ti definitions in wrapped-json [ yaml rrmat
use wi sensuctl create .
e SErir

example

metadata

scription

"api version": "core/v2"

Top-level collection of metadata about the entity, including the  name
ANd namespace as well as custorn labels and annotations ne
metadata Map is always at the top level of the entity definition. This

means that in  wrapped-json and yaml form:

s, the metadata
occurs outside the spec scope. See the metadata attributes

Required for entity definitions in  wrapped-json Or yaml formatf

Lse Wil sensuctl create

example



"metadata": {
"name": "webserver01l",
"namespace": "default",
"labels": {
"region": "us-west-1"
},
"annotations": {

"slack-channel"™ : "#monitoring"

description Top-level map that includes the entity spec attributes

quired for entity definitions in wrapped-json Of yaml

> WIIN sensuctl create .

example
"spec": {
"entity class": "agent",
"system": {
"hostname": "sensu2-centos",
"os": "linux",
"platform": "centos",
"platform family": "rhel",
"platform version": "7.4.1708",
"network": {
"interfaces": [
{
"name": "lo",
"addresses": [
"127.0.0.1/8",
"::1/128"

b,



"name": "enpOs3",

"mac": "08:00:27:11:ad:d2",

"addresses": [
"10.0.2.15/24",

"fe80::26a5:54ec:cf0d:9704/64"

"name": "enpOs8",

"mac": "08:00:27:bc:be:60",

"addresses": [
"172.28.128.3/24",

"fe80::a00:27ff:febc:be60/64"

1
}
1
},
"arch": "amdo64"
},
"subscriptions": [

"entity:webserver01"

1,
"last seen": 1542667231,

"deregister": false,
"deregistration": {},
"user": "agent",
"redact": [

"password",
"passwd",
"pass",

"api key",
"api token",
"access key",
"secret key",
"private key",

"secret"



Spec attributes

entity_class

ription 'he entity type, validated with go regex AA\w

have special meaning An entity that runs an agent is of ¢

and is reserved. Setting the value of  entity class (O proxy creates

e an arbitrary type of entity

"entity class": "agent"

scription “the entity. The entity by default has an

ne format of entity: {name} nvhere

example
"subscriptions": ["web", "prod", "entity:example-

entity"]


https://regex101.com/r/zo9mQU/2

"system": {
"hostname": "example-hostname",
"os": "linux",
"platform": "ubuntu",
"platform family": "debian",
"platform version": "16.04",
"network": {
"interfaces": |
{
"name": "lo",
"addresses": [
"127.0.0.1/8",
"::1/128"

"name": "ethO",

"mac": "52:54:00:20:1b:3c",

"addresses": |
"93.184.216.34/24",
"2606:2800:220:1:248:1893:25¢c8:1946/10"

by

"arch": "amdo4"



last_seen

np tne %V\Jﬂi, wvas last seen, in seconds since the Unix epa( N

description Timestar

integer

"last seen": 1522798317

entity should be removed when it stops sending keepalive

"deregister": false

deregistration

description naf A\
leregistere 1l DULEs nore informatior




example

"deregistration": {

"handler": "email-handler"

redact

description List of items to redac

example

"redact": [

"extra secret tokens"

gescription




example

"user": "agent"

Metadata attributes

description 'he unigue name of the entity, validated with Go regex \A[\w\.\-

"name": "example-hostname"

namespace

gescription 'he Sensu RBAC namespace that this entity belongs to.

default

example

"namespace": "production"



description

irs. Keys can ¢

/alue pe
st start wi

ontain only
! letter

underscor S, but mu

rnng

null

"labels": {

"environment": "development",

"us-west-2"

"region":

annotations

SCription Arbitrs ying metadata to include

sed to identify entities. You can

tations are not used ir
use a

ols interacting v

With even
and

1NNotations

ith Sensu

type Map

null

example

"annotations":

{
"managed-by": "ops",
"slack-channel”: "#monitoring",

"playbook": "www.example.url"



System attributes

description

exar| e

"hostname" :

"example-hostname"

description

"OS": "linuX"

example



"platform": "ubuntu"

platform_family

example

"platform family": "debian"

platform_version

example

"platform version": "16.04"

network




example

"network": {
"interfaces": [
{
"name": "lo",
"addresses": [
"127.0.0.1/8",
"::1/128"

by

"name": "ethO",

"mac": "52:54:00:20:1b:3c",

"addresses": [
"93.184.216.34/24",
"2606:2800:220:1:248:1893:25¢c8:1946/10"

description 'he entity’s systerm architecture. This value is determined by the Go
nction of runtime GOARCH. AN amd system

binary architecture, as )
running a 386 binary will report the arch as 386

"arch": "amdo4"



Network attributes

network_interface

description The list of network interfaces available on the entity, with their

"interfaces": [
{
"name": "lo",
"addresses": |
"127.0.0.1/8",
"::1/128"

"name": "ethO",

"mac": "52:54:00:20:1b:3c",

"addresses": [
"93.184.216.34/24",
"2606:2800:220:1:248:1893:25¢c8:1946/10"

Networkinterface attributes



description 'he network interface name.

"name": "ethO"

scription The network interface’s MAC address.

oxar

XA \\"\"7‘;%

"mac": "52:54:00:20:1b:3c"

addresses

description he list of IP addresses for the interface

"addresses": ["93.184.216.34/24",
"2606:2800:220:1:248:1893:25¢c8:1946/10"]



Deregistration attributes

The name of the handler to be called

"handler":

Examples

Entity definition

"type": "Entity",
"api version": "core/v2",
"metadata": {
"name": "webserver01l",
"namespace": "default",
"labels": null,
"annotations": null
bo
"spec": {
"entity class": "agent",
"system": {
"hostname": "sensuZ2-centos",
"os": "linux",

"platform": "centos",

"platform family": "rhel",

"email-handler"

"platform version": "7.4.1708",

"network": {



"interfaces": [

{
"name": "lo",
"addresses": |
"127.0.0.1/8",
"::1/128"
]
bo
{
"name": "enpOs3",
"mac": "08:00:27:11:ad:d2",
"addresses": |
"10.0.2.15/24",
"feB80::26a5:54ec:cf0d:9704/64"
]
by
{
"name": "enpOs8",
"mac": "08:00:27:bc:be:60",
"addresses": |
"172.28.128.3/24",
"feB80::200:27ff:febc:be60/64"
]
}
]
by
"arch": "amd64"
by
"subscriptions": [

"entity:webserverQl"

1,
"last seen": 1542667231,

"deregister": false,

"deregistration": {},
"user": "agent",
"redact": [

"password",
"passwd",
"paSS"’

"api key",



"api token",

"access key",
"secret key",
"private key",

"secret"

P
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Events

0 How do events work?

0 Creating events using the Sensu agent

0O Creating events using the events AP

O Managing events

0 Deleting events

0 Resolving events

0 Event format

[0 Using event data

O Events specification

0 Too-level attributes

[0 Spec attributes

[1 Check atfributes

0 Metric attributes

O Examples

How do events work?

An event is a generic container used by Sensu to provide context to checksBnd/or metrics. The
context, called “event data,” contains information about theBriginating entity and the corresponding
check/metric result. An event mustBontain a check or metrics, and in certain cases, an event can
contain bothihese generic containers allow Sensu to handle different types of events in thePipeline.
Since events are polymorphic in nature, it is important to neverBissume their contents, or lack-thereof.


https://docs.sensu.io/sensu-go/5.7/reference/events/
https://docs.sensu.io/

Check-only events

A Sensu event is created every time a check result is processed by the SensuBerver, regardless of the
status indicated by the check result. An event isOreated by the agent on receipt of the cf
execution result. The agent willBxecute any configured hooks the check might have. From there, it is

forwarded to the Sensu backend for processing. Potentially noteworthy events maybe processed by

1eCK

one or more event handlers to Vg:f such as send an email orlhvoke an autormated action.

Metric-only events

, i eated when the agent receives metrics through thelStatsd listener. The
age rT\/\HTmr slate the T:;d metrics to Sensuletric Format, an iptace them inside an event. These

—O

events, since they do notBontain ¢ % Ccks, bypass the store, & M are sent off to the event pipeline and

corresponding event handlers.

Check and metric events

Events that contain both a check and metrics, most likely originated frombcheck output metric

extraction If a check is configured for metricBxtraction, the xemf will parse the check output and
transform it to Sensuletric Format. Both the check results, and resulting (extracted) metrics are

stored inside the event. Event handlers from event.Check.Handlers and

event .Metrics.Handlers Wil e invoked

Creating events using the Sensu agent

The Sensu agent is a powerful event producer and monitoring autormation toollBou can use Sensu
Q;JFWT& can

agents to produce events automatically using service checks and metric ¢

also act as a collector for metrics thro Jgnout your inf frastructure.

COronting oy antoe S lare N
[ Crealing events Uusing serv ice checks

0 Creating events using metric checks

O Creating events using the agent AP

0 Creating events using the agent TCP and UDP sockets

0 Creating events using the StatsD listener

(T




Creating events using the events API

You can send events directly to the Sensu pipeline using the events AP
JSON event definition to the events AP| PUT endpoint.

e Sensu dashboard, events AP and the sensuctl command line tool.

Viewing events

To list all events

sensuctl event list

sensuctl event info entity-name check-name

N

Nith both the 1ist and info cormmands, you can specify an output format using the --format

yaml Of wrapped-json formats for use with sensuctl create

O json format for use with the gvents AP

sensuctl event info entity-name check-name --format yaml

Deleting events

O gelete an event:



sensuctl event delete entity-name check-name

VA

YOU can use the --skip-confirm flag to skip the confirmation step.

sensuctl event delete entity-name check-name --skip-confirm

Deleted

Resolving events

You can use sensuctl to ¢

the output me

hange the status of an event to

Y/ SensuctL.

solved manually

sensuctl event resolve entity-name check-name

You should see a confirmation mes

Resolved

Event format

[0 entity Scope (required)

0

O check scope (optiona

>vent,

ifthe metrics scope is present)

>d by sensuctl include

0 (OK)Hvents reso

including any attributes defined in the

-]



O Information about how the event was created, including any attributes defined in the

cvent and its history, including any check attributes defined ir

ication on this page

0 metrics scope (optional ifthe check scope is present)

O Metric points in Sensu metric format

timestamp

onitoring workflows Bor example, see  the guide to

conthe ovent occurrences atirioute

Events specification

Top-level attributes

description Top-level attribute specifying the ' sensuctl create resource type

always be of type Event .

required Required for events i wrapped-json Or yaml format for use with

sensuctl create

type String

example
"type" : "Eventll



api_version

cription Top-level attribute specifying the Sens

core/v2

‘equirec Required for events in  wrapped-json Or yaml format for use with

sensuctl create

"api version": "core/v2"

scription [op-level scope cc

ontaning the event  namespace - |1© metadata (Map

wrapped-json 0

outside the spec

quirec Required for events in  wrapped-json Or yaml format for use with

sensuctl create

"metadata": {

"namespace": "default"




required

e

Required for events in  wrapped-json Or yaml format for use w

sensuctl create

ith

Map of key-value pairs

example

"spec": {
"check": {

"check hooks": null,

"command": "/opt/sensu-plugins-
ruby/embedded/bin/metrics-curl.rb -u
\"http://localhost\"",

"duration": 0.060790838,

"env_vars": null,

"executed": 1552506033,

"handlers": [],

"high flap threshold": 0,

"history": [

{
"executed": 1552505833,

"status": O

"executed": 1552505843,

"status": O

1,
"interval": 10,
"issued": 1552506033,
"last ok": 1552506033,
"low flap threshold": O,
"metadata": {
"name": "curl timings",
"namespace": "default"
b,
"occurrences": 1,

"occurrences watermark": 1,

"output": "sensu-go-sandbox.curl timings.time total

0.005 1552506033\nsensu-go-

sandbox.curl timings.time namelookup 0.004",

"output metric format": "graphite plaintext"



"output metric handlers": [
"influx-db"

1,

"proxy entity name": "",

"publish": true,

"round robin": false,

"runtime assets": [],

"state": "passing",

"status": O,

"stdin": false,

"subdue": null,

"subscriptions": [
"entity:sensu-go-sandbox"

1,

"timeout": O,

"total state change": 0,

"ttl": 0

b,

"entity": {
"deregister": false,
"deregistration": {},
"entity class": "agent",

"last seen": 1552495139,

"metadata": {
"name": "sensu-go-sandbox",
"namespace": "default"

}I

"redact": [

"password",
"passwd",
"pass",
"api key",
"api token",
"access key",
"secret key",
"private key",
"secret"
]I
"subscriptions": [

"entity:sensu-go-sandbox"



1,

"system": {

"arch": "amdo4d",
"hostname": "sensu-go-sandbox",
"network": {

"interfaces": [

{

"addresses": [
"127.0.0.1/8",
"::1/128"

1,

"name": "lo"

},
{

"addresses": [
"10.0.2.15/24",
"feB80::5a94:f67a:1bfc:a579/64"

1,

"mac": "08:00:27:8b:c9:3f",

"name": "ethO"

}
1
},
"os": "linux",
"platform": "centos",
"platform family": "rhel",
"platform version": "7.5.1804"
},
"user": "agent"
b,
"metrics": {

"handlers": [

"influx-db"
1,
"points": [
{
"name": "sensu-go-
sandbox.curl timings.time total",

"tags": [],
"timestamp": 1552506033,



"value": 0.005

b,
{

"name": "sensu-go-
sandbox.curl timings.time namelookup",

"tags": [1,

"timestamp": 1552506033,

"value": 0.004

1

},
"timestamp": 1552506033

Metadata attributes

namespace

gescription The Sensu RBAC namespace that this event belongs to
Juire i

type t

default default

example

"namespace": "production"

Spec attributes




adescription

Time that the event occurred in seconds since

T “Ti:;f’t’f
S] 0
example
"timestamp": 1522099512
entity

"entity": {
"deregister": false,
"deregistration": {},
"entity class": "agent",
"last seen": 1552495139,

"metadata": {

"name": "sensu-go-sandbox",

"namespace": "default"
b,
"redact": [

"password",

"passwd",

"pass",

"api key",

"api token",

"access key",

"secret key",

"private key",



description

The ¢

"secret"
1,
"subscriptions": [
"entity:sensu-go-sandbox"
1,
"system": {
"arch": "amdoe4d",
"hostname": "sensu-go-sandbox",
"network": {
"interfaces": [
{
"addresses": [
"127.0.0.1/8",
"::1/128"
1,

llname": "loll

"addresses": [
"10.0.2.15/24",
"fe80::5a94:f67a:1bfc:a579/64"

1,
mac": "08:00:27:8b:c9:3f",

"name": "ethO"

b,

"os": "linux",

"platform": "centos",
"platform family": "rhel",
"platform version": "7.5.1804"

b,

"user": "agent"

heck definition used to create the event and information apc




required

example

"check": {

"check hooks": null,

"command": "/opt/sensu-plugins-
ruby/embedded/bin/metrics-curl.rb -u
\"http://localhost\"",

"duration": 0.060790838,

"env_vars": null,

"executed": 1552506033,

"handlers": [],

"high flap threshold": 0,

"history": [

{
"executed": 1552505833,
"status": O

},

{
"executed": 1552505843,
"status": 0

}

1,
"interval": 10,
"issued": 1552506033,
"last ok": 1552506033,
"low flap threshold": O,
"metadata": {
"name": "curl timings",
"namespace": "default"
},
"occurrences": 1,
"occurrences watermark": 1,
"output": "sensu-go-sandbox.curl timings.time total
0.005",

"output metric format": "graphite plaintext",



"output metric handlers": [
"influx-db"
1,

"proxy entity name": "",
"publish": true,
"round robin": false,
"runtime assets": [],
"state": "passing",
"status": O,
"stdin": false,
"subdue": null,
"subscriptions": [
"entity:sensu-go-sandbox"
1,
"timeout": 0,
"total state change": 0,
"tgl": O

aescription 'he metrics collected by the entity in Sensu metric f

"metrics": {
"handlers": [
"influx-db"
1,
"points": [
{
"name": "sensu-go-
sandbox.curl timings.time total",

"tags": [1,



"timestamp": 1552506033,
"value": 0.005

},

{

"name": "sensu-go-

sandbox.curl timings.time namelookup",
"tags": [1,
"timestamp": 1552506033,
"value": 0.004

Check attributes

Sensu events include a check scope containing information about how the event was created
including any attributes defined in the check spe

nistory. including the attributes defined below.

example

"duration": 1.903135228

executed

description [ime that the check request was executed




type Integer

example
"executed": 1522100915

"history": [
{
"executed": 1552505983,

"status": O

"executed": 1552505993,

"status": O

type Intege



example

"issued": 1552506033

since the Unix epoct
equire e
Integ

example

"last ok": 1552506033

N event with the same status has occurred for

Scription The number of times a

the given entity and check

example
"occurrences": 1

occurrences_watermark

gescription




"occurrences watermark": 1

cription he output from the execution of the check command

example
"output": "sensu-go-sandbox.curl timings.time total

0.005"

description 'he state of the check: 'passing (status 0 ), failing (status other
Nan 0 ), or flapping . YOU can use the low flap threshold <rC
high flap threshold :
detection

‘”Q;KCLUMAJLﬁiLEQO"WQJF) flapping clale

example

"state": "passing"



description

example

total_state_change

"status": 0

History attributes

executed

description

"total state change":




type Integer

"executed": 1522100915

description Exit status code prod

example

"status": O

Metric attributes




example

"handlers": [

"influx-db"

"points": [
{
"name": "sensu-go-sandbox.curl timings.time total",
"tags": [1,
"timestamp": 1552506033,
"value": 0.005

"name": "sensu-go-
sandbox.curl timings.time namelookup",
"tags": [1,
"timestamp": 1552506033,
"value": 0.004

Points attributes



ription 'he metric name in the format  $entity.$check.$metric where
Sentity IS the entity name, $check is the check name, and

Smetric IS the metric name.

"name": "sensu-go-sandbox.curl timings.time total"

"tags": [1]

cription [ime that the metric was collected in seconds since the Unix epoch

example

"timestamp": 1552506033



value

cription The metric value
lire T
type Float
example
"value": 0.005
Examples

Example check-only event data

"type": "Event",
"api version": "core/v2",
"metadata": {
"namespace": "default"
by
"spec": {
"check": {
"check hooks": null,
"command": "check-cpu.sh -w 75 -c 90",
"duration": 1.07055808,
"env_vars": null,
"executed": 1552594757,
"handlers": [],
"high flap threshold": 0,
"history": [
{
"executed": 1552594757,

"status": O



i
"interval": 60,
"issued": 1552594757,
"last ok": 1552594758,
"low flap threshold": O,
"metadata": {
"name": "check-cpu",
"namespace": "default"
}y
"occurrences": 1,
"occurrences watermark": 1,
"output": "CPU OK - Usage:3.96\n",
"output metric format": ""
"output metric handlers": [],
"proxy entity name": ""
"publish": true,

"round robin": false,

"runtime assets": [],
"state": "passing",
"status": O,

"stdin": false,

"subdue": null,

"subscriptions": [
"linux"

1,

"timeout": O,

"total state change": 0,
"ttl": O

by

"entity": {
"deregister": false,
"deregistration": {},
"entity class": "agent",

"last seen": 1552594641,

"metadata": {
"name": "sensu-centos",
"namespace": "default"
}I
"redact": [

"password",



"passwd",
"pass",
"api key",
"api token",
"access key",
"secret key",
"private key",
"secret"
1y
"subscriptions": [
"linux",
"entity:sensu-centos"
1y
"system": {
"arch": "amdo64d",
"hostname": "sensu-centos",
"network": {

"interfaces": [

{

"addresses": [
"127.0.0.1/8",

"::1/128"

1,

"name": "lo"

br
{

"addresses": |
"10.0.2.15/24",
"feB80::9688:67ca:3d78:ced9/64"

1,

"mac": "08:00:27:11:ad:d2",

"name": "enpOs3"

br
{

"addresses": |
"172.28.128.3/24",
"feB80::200:27ff:febb:cle9/64"

1,

"mac": "08:00:27:6b:cl:e9",

"name": "enpOs8"



by

"os": "linux",

"platform": "centos",
"platform family": "rhel",
"platform version": "7.4.1708"
bo
"user": "agent"

s
"timestamp": 1552594758

Example event with check and metric data

"type": "Event",
"api version": "core/v2",
"metadata": {
"namespace": "default"
I
"spec": {
"check": {
"check hooks": null,
"command": "/opt/sensu-plugins-ruby/embedded/bin/metrics-curl.rb -u
\"http://localhost\"",
"duration": 0.060790838,
"env_vars": null,
"executed": 1552506033,
"handlers": [],
"high flap threshold": 0,
"history": [
{
"executed": 1552505833,
"status": 0
}y
{



"executed": 1552505843,

"status": O

1y

"interval": 10,
"issued": 1552506033,
"last ok": 1552506033,
"low flap threshold": O,

"metadata": {
"name": "curl timings",
"namespace": "default"
b
"occurrences": 1,
"occurrences watermark": 1,
"output”": "sensu-go-sandbox.curl timings.time total
1552506033\nsensu-go-sandbox.curl timings.time namelookup
"output metric format": "graphite plaintext",
"output metric handlers": [
"influx-db"
1y
"proxy entity name": "",

"publish": true,
"round robin": false,
"runtime assets": [],
"state": "passing",
"status": O,
"stdin": false,
"subdue": null,
"subscriptions": [
"entity:sensu-go-sandbox"

1,
"timeout": O,
"total state change": 0,
"ttl": O

b

"entity": {
"deregister": false,
"deregistration": {},
"entity class": "agent",

"last seen": 1552495139,

0.005
0.004",



"metadata": {
"name": "sensu-go-sandbox",
"namespace": "default"
bo
"redact": [
"password",
"passwd",
"pass",
"api key",
"api token",
"access key",
"secret key",
"private key",
"secret"
1y
"subscriptions": [
"entity:sensu-go-sandbox"
1y
"system": {
"arch": "amde4",
"hostname": "sensu-go-sandbox",
"network": {
"interfaces": [
{
"addresses": |
"127.0.0.1/8",
"::1/128"
1y
"name": "lo"

by

"addresses": |
"10.0.2.15/24",
"feB80::5a94:f67a:1bfc:a579/64"
1y
"mac": "08:00:27:8b:c9:3f",

"name": "ethO"

by



os": "linux",
"platform": "centos",
"platform family": "rhel",
"platform version": "7.5.1804"
b
"user": "agent"
by
"metrics": {
"handlers": |
"influx-db"
1y
"points": [
{
"name": "sensu-go-sandbox.curl timings.time total",
"tags": [],
"timestamp": 1552506033,
"value": 0.005

by

"name": "sensu-go-sandbox.curl timings.time namelookup",
"tags": [],

"timestamp": 1552506033,

"value": 0.004

}y
"timestamp": 1552506033

Example metric-only event

"type": "Event",

"api version": "core/v2",

"metadata": {
"namespace": "default"

by



"spec": {
"entity": {
"deregister": false,
"deregistration": {},
"entity class": "agent",

"last seen": 1552495139,

"metadata": {
"name": "sensu-go-sandbox",
"namespace": "default"

bo

"redact": [

"password",
"passwd",
"pass",
"api key",
"api token",
"access key",
"secret key",
"private key",
"secret"
1y
"subscriptions": [
"entity:sensu-go-sandbox"

i

"system": {
"arch": "amde64",
"hostname": "sensu-go-sandbox",
"network": {
"interfaces": [
{

"addresses": [
"127.0.0.1/8",
"::1/128"

1y

"name": "lo"

by
{
"addresses": |

"10.0.2.15/24",
"feB80::5a94:f67a:1bfc:a579/64"



1,
"mac": "08:00:27:8b:c9:3f",

"name": "ethO"

by
"os": "linux",
"platform": "centos",
"platform family": "rhel",
"platform version": "7.5.1804"
bo
"user": "agent"
}y
"metrics": {
"handlers": [
"influx-db"
1y
"points": [
{
"name": "sensu-go-sandbox.curl timings.time total",
"tags": [,
"timestamp": 1552506033,
"value": 0.005

by

"name": "sensu-go-sandbox.curl timings.time namelookup"
"tags": [],

"timestamp": 1552506033,

"value": 0.004

by
"timestamp": 1552506033



P
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Filters

0 Buillt-in filters

0 Building filter expressions

O Specification
0 Examples

00 Handling production events

00 Handling non-production events

0 Handling state change onl

0 Handling repeated events

[ Handling events during office hours onl

How do Sensu filters work?

Sensu filters are applied when event handlers cre configured to use one orhore filters. Prior to
executing a handler, the Sensu server will apply anyllters configured for the handler to the event
data. If the event is notlermoved by the filter(s), the handler will be executed. Thellter analysis flow
performs these steps:

0 When the Sensu server is processing an event, it will check for the definitiondf a  handler (Or
handlers ). Prior to executing each handler, the SensuBerver will first apply any configured
filters for the handler.

O If multiple filters are configured for a handler, they are executedBequentially.
O Filter expressions are compared with event data.

0 Filters can be inclusive (only matching events are handled) or exclusivelimatching events are
not handled).


https://docs.sensu.io/sensu-go/5.7/reference/filters/
https://docs.sensu.io/

0 As soon as a filter removes an event, no furtherBinalysis is performed and the event handler
will not be executed.

NOTE: Filters specified in a handler set definition have no effect. Filters mustbe specified
in individual handler definitions.

Inclusive and exclusive filtering

Hilters can be inclusive "action": "allow" (feplaces "negate": false InBensu 1) or exclusive
"action”: "deny" (replaces "negate": true in Sensul). Configuring a handler to use multiple
inclusive filters is the equivalentBf using an  AND query operator (only handle events if they match
inclusive filter x AND y AND z ) Configuring a nandler to use multipleDexclusive filters is the
equivalent of using an orR operator (onlyBandle events if they don't match  x OR y OR z ).

1 Inclusive filtering Dy sctiing the filte ) attribute  "action":Mallow™ , Only events
that match the defined filter expressions are hamdl,ed.

[l Exclusive filtering Dy sctiing the filter definition attribute  "action":Mdeny" | cvents ar
only handled if they do not match the defined filterBxpressions.

~
(w2

Filter expression comparison

Filter expressions are compared (,;\'rrﬁfﬂ\/ with their event data counterparts. Forlhclusive filter
definitions (like "action™: "allow" ) Matching expressionsWill result in the filter returing a  true

NiNg expressions will result in the

value; for exclusive filterBefinitions (ke "action": "deny" ) matc
filter returning a false value, and the event will not pass through thellter. Filters that return a true
essed viaBdditional filters (if defined), mutators (if defined), and handlers

value will continue to be proce

Filter expression evaluation

When more complex conditional logic is needed than direct filter expressionBomparison, Sensu filters
provide support for expression evaluation usingDtto. Otto is an ECMAScript 5 (JavaScript) VM BNd

evaluates javascript expressions that are provided in the filterhere are some caveats to using Otto;
most notably, the regular expressionsBpecified in ECMAScript 5 do not all work: See the Otto README
for more details.

Filter assets

nave assets that are included in their execution contextBYhen valid assets are

Sensu filters can


https://github.com/robertkrimen/otto

sociated with a filter Sensu evaluates anvllles it finds that have a

CAL DAND
filter. ned for a given ass

‘18" extension before executing a

o

set, for theBake of performance.

hellsult of evaluating the scripts is cac

Built-in filters

nes for metrics and ale

Jdes built-in filters to help you customize event pipel
e t [ack g

Ne guides to se

ding S

Built-in filter: only incidents

ery installation of the Sensu backend Hou can use the incidents

The incidents filter is included in e

ts through a Sensu pipeline Bor example, you can use tr

filter to allow only high priority ever

incidents filter to reduce noise when sending notifications to Slack vhen applied to a handler,

[«

incidents filter allows only warning ( "status": 1 ), critical ( "status™: 2 ), and resolution events to

Ne NOrre QC
De Processe

0 use the incidents filter, include the 'is_incident filterint

he handler configuration filters array:

"type": "Handler",
"api version": "core/v2",
"metadata": {
"name": "slack",
"namespace": "default"
b
"spec": {
"command": "sensu-slack-handler --channel '#monitoring'",

"env_vars": [

"SLACK WEBHOOK URL=https://hooks.slack.com/services/T00000000/B00000000/XXXXXXXXXXX

1,
"filters": [
"is incident"
1,
"handlers": [],
"runtime assets": [],

"timeout": O,



lltype": llpipell

Ne is incident filter applies the following fi

status allow discard

Built-in filter: allow silencing

To allow silencing for an event handler, add the not_silenced filter to the handler configuration

filters arra)

"type": "Handler",
"api version": "core/v2",
"metadata": {
"name": "slack",
"namespace": "default"
}I

"spec": {



"command": "sensu-slack-handler --channel '#monitoring'",

"env vars": [

"SLACK WEBHOOK URL=https://hooks.slack.com/services/T00000000/B00000000/XXXXXXXXXXX
1,
"filters": [
"is incident",
"not silenced"
1,
"handlers": [],
"runtime assets": [],
"timeout": O,

lltype": llpipe"

When applied to a handle
"silenced": true attribute The handler in the example above us

er configuration, the not_silenced filter silences eve

ncidents filters, preventing low priority and silenced events from bei

ng sent to Slack

Built-in filter: has metrics

v installation of the Sensu backend lVhe mp phed to a \’er’, the

nandle

The metrics filter is ir

metrics f allows only iNg Sensu metrics to can use the metrics
filter to prevent handlers that require metrics from failing in case of an error in metric collection.

To use the metrics filter, include the has_metries filter in the handler configuration filters array.

"type": "Handler",
"api version": "core/v2",
"metadata": {
"name": "influx-db",
"namespace": "default"
b
"spec": {

"command": "sensu-influxdb-handler -d sensu",



"env_vars": [
"INFLUXDB ADDR=http://influxdb.default.svc.cluster.local:8086",
"INFLUXDB USER=sensu",
"INFLUXDB PASSWORD=password"
1,
"filters": [
"has metrics"
1,
"handlers": [],
"runtime assets": [],
"timeout": O,

lltype": llpipe"

Syntax quick reference

operator description

&& | Logical AND / Logical OR

<= >= Less than or equal to / Greater than or equa



Event attributes available to filters

attribute type description

event.has check boolean Returns true if the event contains check data

event.has metrics boolean eturns true if the event contains metrics

event.is incident

event.is resolution boolean Returns true if the event status is OK (0 ) and the

event.is silenced boolean eturns true if the event matches an active silenc

event.timestamp integer me that the event occurred in seconds since the

Check attributes available to filters

attribute type description

event.check.annotations map

event.check.command string The command executed by the

event.check.cron string

event.check.discard output boolean

0

event.check.duration float Command execution



event.check.env vars array Environm ao USE
mmana exe
event.check.executed integer e that the check executed in
""" s since the Unix epoch
event.check.handlers array Senst ent nar
the k
event.check.high flap threshold integer The check’s flap detection high
threshold in percent state change
event.check.history array Check status history for the 21

event.

check.

hooks

array

event.check.interval integ The check ex Rt NCy N

event.check.issued integer e tha e check reguest was
ssued 1IN ”7CTMkm1W'7 ne X

event.check.labels map tom labels applied to t

event.check.last ok integer The time that the check
eturned an OK status ( 0
""" s since the Unix
event.check.low flap threshold Inte ne check’s flap detection oy
threshold in nt state chang
event.check.max output size Intege! Maximum size, in bytes, of e
eck outpu
event.check.name string Chec <name
event.check.occurrences INte ne number of tir Vith
the san Latus urt TOr




event.check.occurrences watermark

iNnteger The hishes

event.check.output

pUT from the execution of

event.check.output metric format

nagios perfdata
graphite plaintext

influxdb line , O opentsdb line

event.check.output metric handlers

array Sensu metric handlers assigned to

event.check.proxy entity name

event.check.proxy requests

event.check.publish

event.check.round robin

event.check.runtime assets

array Sensu assets used by the check

event.check.state

string The state of the check: passing
Sstatus 0 ), failing (Status other

flapping

event.check.status

check OK), ‘1 (warning), 2
critical), or other status (unknown or

event.check.stdin

boolean If the Sensu agent writes

serialized entity and ct




event.

check.subscriptions

~

event.

check.timeout

Nt

event.

check.total state change

intege

event.

check.ttl

integer

event

.metrics.handlers

event

.metrics.points

array

Entity attributes available to filters

attribute

type

description

s including a name

event.entity.annotations m Istorm annotatior Jto
the entity
event.entity.deregister poolean T the
em =
event.entity.deregistration Y mMap containing a handler name,
an entit
event.entity.entity class g e entit e usually agent
Proxy
event.entity.labels r Istom labels as ~d to tf



event

.entity.

last_seen integer mestamp the entity was last

cen, In seconds since the

event

.entity.

name

event

.entity.

redact

event

.entity.

subscriptions array ST O sUDSCriptions assignedad

the entity

event

.entity.

system

event

.entity.

system.

arch string e entity’s system architectu

event

.entity.

system.

hostname string ne entity’s hostname

event

.entity.

system.

network map Ne entity’s network interf:

event

.entity.

system.

os string he entity’s operating systerr

event

.entity.

system

.platform string Ne entity’s operating system

event

.entity.

system.

platform family string ne entity’s operating sys

event

.entity.

system.

platform version string Ne entity’'s operating systery

event

.entity.

user

Filter specification

Top-level attributes



ving the  sensuctl create resource type

s be of type EventFilter

aescriptior

or

ONS N wrapped-json Of yaml [ormat

"type": "EventFilter"

api_version

0 and version. For filters

cription
vays be  core/v2

lired Required for filter definitions i wrapped-json Or yaml format for

sensuctl create

example

"api version": "core/v2"

scription op ion of metadata about the filter, including the  name

dand namespace ds We

\
labels aN0 annotations . Mo

he filter definition. This

at the top level o

metadata [Map s always

wrapped-json 40 yaml 2s. e metadata

,,,,,,, HCccurs outside the  spec
reference for details




quired for filter definitions in wrapped-json Or yaml

> Wi sensuctl create .

TOIMKe

L Tor

ap of key-value pairs

e
=/

ample

"metadata": {
"name": "filter-weekdays-only",
"namespace": "default",
"labels": {
"region": "us-west-1"
},

"annotations": {

"slack-channel" : "#monitoring"

p-level map that includes the filter spec attributes

quired for filter definitions in  wrapped-json Or yaml

> WITN sensuctl create .

TOIMKe

L Tor

lap of key-value pairs

e

N/

ample

"spec": {
"action": "allow",
"expressions": [
"event.entity.namespace == 'production'"

1,

"runtime assets": []



Spec attributes

action

escription Action to take with the event if the filter expressions match. NOTE: see
Inclusive and exclusive filtering for more information.

type String

allowed values allow . deny

"action": "allow"

expressions

escription

essions to be compared with event data. Note that event

e referenced without including the metadata SCOpE,

event.entity.namespace

"expressions": [

"event.check.team == 'ops'"

runtime_assets

cription Assets to De af




example

"runtime assets": ["underscore"]

Metadata attributes

escription A unigue string used to identify the filter. Filter names cannot contain

example

"name": "filter-weekdays-only"

namespace

description he Sensu RBAC namespace that this filter belongs to.

defau default



https://regex101.com/r/zo9mQU/2

example

"namespace": "production"

default null

example
"labels": {
"environment": "development",

"region": "us-west-2"

annotations

scription

example



"annotations": {

"managed-by": "ops",

"slack-channel": "#monitoring",

"playbook": "www.example.url"

Filter Examples

Minimum required filter attributes

"type": "EventFilter",
"api version": "core/v2",
"metadata": |
"name": "filter minimum",
"namespace": "default"
bo
"spec": {
"action": "allow",
"expressions": [

"event.check.occurrences == 1"

Handling production events

ne following filter allows only events with a custom entity label

"type": "EventFilter",

"environment":

"production"



"api version": "core/v2",
"metadata": |
"name": "production filter",
"namespace": "default"
bo
"spec": {
"action": "allow",
"expressions": [

"event.entity.labels.environment == 'production'"

Handling non-production events

dbel "environment": "production"

S WITN environment Sef to S

metning

s without an

other than production tO ¢
evaluationBeturns false, the even

e that action IS deny , making this an exclusive filter; if

"type": "EventFilter",
"api version": "core/v2",
"metadata": {
"name": "not production",
"namespace": "default"
}I
"spec": {
"action": "deny",
"expressions": [

"event.entity.labels.environment == 'production'"

Handling state change only



"type": "EventFilter",

"api version": "core/v2",

"metadata": {
"name": "state change only",
"namespace": "default",
"labels": null,
"annotations": null

b

"spec": {
"action": "allow",
"expressions": [

"event.check.occurrences == 1"

1y

"runtime assets": []

Handling repeated events

he following example filter definition, entitled filter interval 60 hourly Wvill match event data

Wwith a check interval Of 60 St

onds, and anf occurrences Vvalue of 1 (the first occurrence)
livisible by 60 via a moduloBperator calculationtalculating

the remainder after dividing occurrences Dy |

OR- any occurrences Dalue that is evenly

"type": "EventFilter",

"api version": "core/v2",

"metadata": {
"name": "filter interval 60 hourly",
"namespace": "default",
"labels": null,

"annotations": null


https://en.wikipedia.org/wiki/Modulo_operation

}r
"Spec": {
"action": "allow",

"expressions": |

"event.check.interval == 60",
"event.check.occurrences == 1 || event.check.occurrences % 60 == 0"
1,
"runtime assets": []
}
}
ne next example will apply the same logic as the previous example, but forBhecks with a 30 secona
interval .
{

"type": "EventFilter",
"api version": "core/v2",
"metadata": {
"name": "filter interval 30 hourly",
"namespace": "default",
"labels": null,
"annotations": null
bo
"spec": {
"action": "allow",
"expressions": [
"event.check.interval == 30",

[o)

"event.check.occurrences == | | event.check.occurrences % 120 == 0"

1,

"runtime assets": []

Handling events during office hours only

5 PM




e, the eventvill not be handled.

"type": "EventFilter",
"api version": "core/v2",
"metadata": {
"name": "nine to fiver",
"namespace": "default",
"labels": null,

"annotations": null

by

"spec": {
"action": "allow",
"expressions": [

"weekday (event.timestamp) >= 1 && weekday(event.timestamp) <=
"hour (event.timestamp) >= 9 && hour (event.timestamp) <= 17"

1,

"runtime assets": []

Using JavaScript libraries with Sensu filters

"type": "EventFilter",
"api version": "core/v2",
"metadata": {
"name": "deny if failure in history",
"namespace": "default",
"labels": null,
"annotations": null
by

"spec": {

5",



"action": "deny",
"expressions": [
" .reduce (event.check.history, function(memo, h) { return (memo ||
h.status != 0); })"
1y

"runtime assets": ["underscore"]

P
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Handlers

[0 How do Sensu handlers work?

0 Pipe handlers

0 ICP/UDP handlers

[0 Handler sets

O Handling keepalive events

0 Specification

0 Top-level attributes

0 Spec attributes

0 Metadata aftributes

[ socket _atiributes

0 Examples

How do Sensu handlers work?

Handlers actions are executed by the Sensu backend on events, and there areBeveral types of
nandlers available. The most common handler type is the pipe Bandler, which works very similarly
to how checks work, enabling Sensu tolhteract with almost any computer program via  standard
streams.

71 Pipe handlers Pipe handlers pipe event data into arbitrary commands vial STDIN
[1 TCP/UDP handlers [CP and UDP handlers send event data to a remote socket.

O Handler sets. Handler sets (also called “set handlers’) are used to groupBvent handlers,
mMaking it easy to manage groups of actions that should beBxecuted for certain types of
events.


https://en.wikipedia.org/wiki/Standard_streams
https://en.wikipedia.org/wiki/Standard_streams
https://docs.sensu.io/sensu-go/5.7/reference/handlers/
https://docs.sensu.io/

Pipe handlers

Pipe handlers are external commands that can consume event data via STDIN.

Pipe handler command

Pipe handler definitions include a command attribute, which is a command to beBxecuted by the
Sensu backend.
Pipe handler command arguments

Pipe handler ecommand attributes may include command line arguments forBontrolling the behavior

,,,,,,

Ofthe command execuiable

TCP/UDP handlers

TCP and UDP handlers enable Sensu to forward event data to arbitrary TCP or UDPBockets for
external services to consume.

Handler sets

Handler set definitions allow groups of handlers (individual collectionsBf actions to take on event

data) to be

referenced via a single named handlerBet.

NOTE: Attributes defined on handler sets do not apply to the handlers theyithclude. For
example, filters , and mutator attributes definedih a handler set will have no effect.

Handling keepalive events

Sensu keepalives are the heartbeat mechanism used to ensure that all registered Sens

operational and able to reach the Sensu backend Bou can connect keepalive events to you
monitoring workflows using a keepa handlerBensu loc k for an event hm,ﬂof named  keepalive
and autormatically uses it to process /\ee;:JaM\./e events.




"type": "Handler",

"api version": "core/v2",
"metadata" : {
"name": "keepalive",
"namespace": "default"
b
"spec": {
"type": "set",
"handlers": [

"slack"

Handler specification

Top-level attributes

description Top-level attribute specifying the sensuctl create resource type

Handlers should always be of type Handler .

required Required for handler definitions in wrapped-json Or yaml format for

use witn sensuctl create

example

"type": "Handler"



api_version

cription Top-level attribute specifying the Sensu API group and version. For
nandlers in Sensu backend version 5.0, this attribute should alw:

core/v2

"api version": "core/v2"

ription lop-level collection ©

dler, including the  name

ot namespace as well as custom labels and annotations ne
metadata Map is always at the top level of the handler definition. This

means that in  wrapped-json and yaml formats, the metadata

side the 'spec scope. See the metadata attributes

required Required for handler definitions in  wrapped-json Or yaml formatfo

Use Wit sensuctl create .

e Map of key-value pairs

example
"metadata": {
"name": "handler-slack",
"namespace": "default",
"labels": {
"region": "us-west-1"

b

"annotations": {



"slack-channel" : "#monitoring"

required Required for handler definitions in  wrapped-json Or yaml format for

sensuctl create

example
"spec": {

"type": "tcp",

"socket": {
"host": "10.0.1.99",
"port": 4444

b,

"metadata" : {
"name": "tcp handler",

"namespace": "default"

Spec attributes

scription The handler type




allowed values pipe . tcp . udp & set

example

"type" . "pipe"

cription An array of Sensu event filters (1

"filters": ["occurrences", "production"]

scription

"mutator": "only check output”




>scription The handler execution duration timeou

"timeout": 30

escription

command to be executed. The event data is passed to the

orocess via sTDIN NOTE: the command attribute is only

supported for Pipe handlers (i.e. handlers configured with
"type'": "pipe" )

required true (if type equals pipe |

"command": "/etc/sensu/plugins/pagerduty.go"

env_vars

ription An array of environment variables to use with command

xecution. NOTE: the env vars attribute is only supported for

Pipe handlers (i.e. handlers configured with "type": "pipe" ).




example
"env_vars":
["API KEY=0428d6b8nb51an4d95nbe28nf90865a66af5"]

e, used nfigsure the TCP/UDP Jler

riptior 'he socket _definition

T NOTE: the socket attribute is only supported for
TCP/UDP handlers (i.e. handlers configured with "type": "tcp"
or "type": "udp" ).
require true (if type equals tep Or udp |
type Hasnh
example

"socket": {}

5 NOTE: the handlers

(name

han

attr/bute is only supported for handler sets (i.e. handlers

configured with "type": "set" ).

equirec rue (if type equals set )

example
"handlers": ["pagerduty", "email", "ec2"]

runtime_assets



description AN array of Sensu assets (names), required at runtime for the execution

Ofthe  command

example

"runtime assets": ["ruby-2.5.0"]

Metadata attributes

description tring ntify the handler. Handls
tain special characters or spaces (validated with Go regex
AN\w\.\-1+\z ). Each handler must have a unigue name within its
namespace
equire: e

example

"name": "handler-slack"

namespace

description The Sensu RBAC nan

1espace that this handler belongs to.

default


https://regex101.com/r/zo9mQU/2

"namespace": "production"

description

null

example
"labels": {

"environment": "development",

"region": "us-west-2"

annotations

description Arbitrary, non-identifying metadata to include with event data. In

e Map of key-value pairs. Keys and values can be any valid UTF-8 string.




aerault null

example
"annotations": {
"managed-by": "ops",
"slack-channel": "#monitoring",

"playbook": "www.example.url"

socket attributes

description The socket host address (IP or hostname) to connect to

"host": "8.8.8.8"

example

"port": 4242



Handler examples

Minimum required pipe handler attributes

"type": "Handler",
"api version": "core/v2",
"metadata": {
"name": "pipe handler minimum",
"namespace": "default"
y
"spec": {
"command": "command-example",

lltype": "pipe"

Minimum required TCP/UDP handler attributes

"type": "Handler",

"api version": "core/v2",
"metadata": {
"name": "tcp udp handler minimum",
"namespace": "default"
bo
"spec": {
"type": "tcp",
"socket": {
"host": "10.0.1.99",
"port": 4444

handler. Changing the type from tep tO



Sending slack alerts

nis handler will send alerts to a channel named monitoring with theBonfigured webhook URL,

using the handler-slack executable command.

"type": "Handler",
"api version": "core/v2",
"metadata": {
"name": "slack",
"namespace": "default"
b
"spec": {
"command": "sensu-slack-handler --channel '#monitoring'",

"env_vars": [

"SLACK_WEBHOOK_URL=https://hooks.slack.com/services/T00000000/B00000000/XXXXXXXXXXX
1y
"filters": [
"is incident",
"not silenced"
1y
"handlers": [],
"runtime assets": [],
"timeout": O,

lltype": "pipe"

Sending event data to a TCP socket



This handler will forward ev
dgerment ( ACK ) is

"type": "Handler",
"api version": "core/v2",
"metadata" : {
"name": "tcp handler",
"namespace": "default"
by
"spec": {
"type": "tcp",
"socket": {
"host": "10.0.1.99",
"port": 4444

Sending event data to a UDP socket

The following example will also forward event data but to UDP socket insteadléx: 10.01.99:4444)

"type": "Handler",
"api version": "core/v2",
"metadata" : {
"name": "udp handler",
"namespace": "default"
by
"spec": {
"type": "udp",
"socket": {
"host": "10.0.1.99",
"port": 4444



Executing multiple handlers

The following example handler will execute three handlers:  slack [ tcp handler , anc
udp handler

"type": "Handler",
"api version": "core/v2",
"metadata" : {
"name": "notify all the things",
"namespace": "default"
bo
"spec": {
"type": "set",
"handlers": [
"slack",
"tcp handler",
"udp handler"

P

About Sensu
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Hooks

O Specification
0 Examples

How do hooks work?

Hooks are executed in response to the result of a check command executionBnd based on the exit
status code of that commmand (ex: 1 )Blook commands can optionally receive JSON serialized Sensu
client data viaBTDIN Hou can create, manage, and reuse hooks independently of checks.

Check response types

Fach type of response (ex. non-zero ) Can contain one or more hooks, andBorrespond to one or
more exit status code. Hooks are executed, in order offrecedence, based on their type:

7 1 to 255

2. ok

3. warning
4 critical
b. unknown
0. non-zero

You can assign one or more hooks to a check in the check definition Bee the check specification to
configure the check hooks attribute.

Check hooks
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The hook command output, status, executed timestarmp and duration are capturedBnd published i

Hooks specification

Top-level attributes

gescription [op-level attribute specifying the  sensuctl create resource type

Hooks should always be of type 'HookConfig .

equired Required for hook definitions in ' wrapped-json Or yaml format fo

example

"type": "HookConfig"

api_version

description Top-level attribute specifying the Sensu APl group and version. For
nooks in Sensu backend version 5.0, this attribute should always be

core/v2

"api version": "core/v2"



metadata

description Top-level collection of metadata about the hook, including the  name
&MU annotations ne
on. This
rmats, the metadata

and namespace as well as custo

metadata mMap is always at the top level o

means that I wrapped-json

Ope Occurs outside the spee scope. See the metadata attributes

reguireo Required for hook definitions in  wrapped-json Or yaml forma

example
"metadata": {
"name": "process tree",
"namespace": "default",
"labels": {
"region": "us-west-1"
b,

"annotations": {

"slack-channel"™ : "#monitoring"

requireo Required for hook definitions in  wrapped-json Or yaml forma

use witn sensuctl create

example



"command": "ps aux",
"timeout": 60,

"stdin": false

Spec attributes

example

"command": "sudo /etc/init.d/nginx start"

"timeout": 30



description

NIth exis

ng Sensu check plugins, nor N:

agent will f?ﬂf\/l‘%TW'f%L,TKWTWW% hook process ‘;aﬁﬁii% \d

"stdin": true

Metadata attributes

"name": "process tree"

namespace

description The Sensu RBAC namespace that this hook belongs to



https://regex101.com/r/zo9mQU/2

default

example
"namespace": "production"

O include with eve

J

’’’’’’ ptior IS C
egular attributes. You can use labels to orga
ollections that can be selected using filters

required =
type | key-value pairs. Keys ca ntal ly letters, numbers, and
underscores, but must start wi \ alt N be any valid U

stril

null

example
"labels": {
"environment": "development",

"region": "us-west-2"

annotations

ription VY, NON-IC
contrast to labels, annotatio




default null

example
"annotations": {
"managed-by": "ops",
"slack-channel”: "#monitoring",

"playbook": "www.example.url"

Examples

Rudimentary auto-remediation

for rudimentary auto-remediation tasks, for example, startingl process that is nc

NOTE: Using hooks for auto-remediation should be approachedBarefully, as they run
without regard to the number of eventBccurrences.

"type": "HookConfig",
"api version": "core/v2",
"metadata": {
"name": "restart nginx",
"namespace": "default",
"labels": null,
"annotations": null
by
"spec": {
"command": "sudo systemctl start nginx",

"timeout": 60,



"stdin": false

Capture the process tree

"type": "HookConfig",

"api version": "core/v2",

"metadata": {
"name": "process tree",
"namespace": "default",
"labels": null,
"annotations": null

by

"spec": {
"command": "ps aux",
"timeout": 60,

"stdin": false

P



About Sensu

The Sensu monitoring event pipeline empowers businesses to automate their monitoring workflows and gain
deep visibility into their multi-cloud infrastructure, from Kubernetes to bare metal. Companies like Sony, Box.com,
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License management

Enterprise features for Sensu Go are available in version 520 and laterBee the  upgrade guide to
upgrade your Sensu installation, and visit the latest documentation to manage your enterprise

license.

P


https://docs.sensu.io/sensu-go/latest/installation/upgrade
https://docs.sensu.io/sensu-go/latest/reference/license
https://docs.sensu.io/sensu-go/5.7/reference/license/
https://docs.sensu.io/

About Sensu

The Sensu monitoring event pipeline empowers businesses to automate their monitoring workflows and gain
eep visibility into their multi-cloud infrastructure, from Kubernetes to bare metal. Cormpanies like Sony, Box.com,

and Activision rely on Sensu to help deliver value faster, at scale.
Navigation
Products

Sensu Core

Sensu Enterprise
Solutions

For Containers

For Cloud

For Nagios

Pricing

Made with #monitoringlove by Sensu, Inc. © 2013-2019


https://twitter.com/hashtag/monitoringlove
https://sensu.io/products
https://sensu.io/products/core
https://sensu.io/products/enterprise
https://sensu.io/solutions
https://sensu.io/solutions/container-monitoring
https://sensu.io/solutions/cloud-monitoring
https://sensu.io/solutions/nagios-alternative
https://sensu.io/pricing

| Sensu Docs

documentation for an older or pre-release version of Click here for the latest.

Mutators

0 Built-in mutators

0 Specification

0 Examples

How do mutators work?

A handler can specify a mutator to transform event data. Mutators are executedprior to the execution
of a handler. If the mutator executes successfully, the modified eventBata is returned to the handler,
and the handler is then executed. If the mutatorthils to execute, an error will be logged, and the
nandler will not be executed.

0 When Sensu server processes an event, it will check the handler for theBresence of a
mutator, and execute that mutator before executing the handler.

0O If the mutator executes successfully (it returns an exit status code of 0), modifiedBvent data is
provided to the handler, and the handler is executed.

O If the mutator fails to execute (it returns a non-zero exit status code, orthils to complete within
its configured timeout), an error will be logged andhe handler will not execute.

Mutator specification

00 Accepts input/data via STDIN

0 Able to parse JSON event data

0 Outputs JSON data (modified event data) to  STDOUT Of  STDERR
0 Produces an exit status code to indicate state:

0 0 indicates OK status
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otherthan 0o indicate failure

Commands

1ch Sensu mutator definition defines a commmand to be executed. Mutator commands are

e executed on a | erver, run as the sensu user . Most

executanle cc ommands wnicr

mutator com r""w;za;r”w:'js are ;fﬂ"ovkte(t b}/ Sensu Plugins.

nutator ceommand attrioutes may iNncluade command line arguments ((N‘EI(EJ’W;,rrj;vjr“g the

~of the command exec su mutator pluginsprovide support for cornmand line

argurments for reusability.

How and where are mutator commands executed?

/e, all mutator commmands are executed by a Sens
rable ¢ )r\TMc~

/_\ 5 ’/NY\’FT“ "/“’“r“J o) sensu Usel

1stalled in a

Commands must be executable files that are discove

tem $PATH dqirecto \/

NOTE: By default, the Sensu installer packages will modify the system spaTH for the
Sensu processes to include /etc/sensu/plugins . As a result, executable scripts (like
plugins) located in /etc/sensu/plugins will be valid commands. This allows command
attributes to use “relative paths” for Sensu plugin commands, for example: "command”:
"check-http.go —-u https://sensuapp.org" .

Built-in mutators

N

sensu includes built-in mutators to help you customize event pipelines for metrics and alerts.

Built-in mutator: only check output

TN
U L

orocess an event, ¢

, *%:qt,ﬂ”@ only the check output, not the entire event definition
For exzﬁar'ﬁﬂe_ wvhen se \(i 